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Abstract: 
Exciting progresses have been made in demystifying the efficacy of vanilla gradient methods in solving 
challenging nonconvex problems in statistical estimation and machine learning. In this talk, we discuss 
how the trick of preconditioning further boosts the convergence speed with minimal computation 
overheads through two examples: low-rank matrix estimation in statistical learning and policy            
optimization in entropy-regularized reinforcement learning. For low-rank matrix estimation, we        
present a new algorithm, called scaled gradient descent, that achieves linear convergence at a rate  
independent of the condition number of the low-rank matrix at near-optimal sample complexities. For 
policy optimization, we develop the first non-asymptotic convergence guarantee for                            
entropy-regularized natural policy gradient methods in the tabular setting for discounted Markov     
decision processes. By establishing its global linear convergence at a near dimension-free rate, we   
provide theoretical footings to the empirical success of entropy-regularized natural policy gradient 
methods. Based on arXiv 2005.08898 and 2007.06558. 
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