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18.11

Consider a reflector antenna fed by a horn, as shown
on the right. A closed surface S = S, + S, is such
that the portion S, caps the reflector and the portion
Sq is an aperture in front of the reflector. The feed
lies outside the closed surface, so that the volume V
enclosed by S is free of current sources.

Applying the Kottler version of the extinction theorem of Sec. 18.10 on the volume V, show
that for points r outside V, the field radiated by the induced surface currents on the reflector
S, is equal to the field radiated by the aperture fields on S, that is,

Evaa(P) = LJ [K2G Jo + (J; - V')V'G] dS’
JWE Js,

1 . o o . N , ’
= JEJ [K*GAxH)+((Ax H)-V')V'G + jwe (i x E)xV'G] dS
Sa
where the induced surface currents on the reflector are Jg = fi, X Hand J,,; = —h, X E, and
on the perfectly conducting reflector surface, we must have J,,s = 0.

This result establishes the equivalence of the so-called aperture-field and current-distribution
methods for reflector antennas [1686]. See also Sec. 21.9.

Consider an x-polarized uniform plane wave incident obliquely on the straight-edge aperture
of Fig. 18.14.4, with a wave vector direction Kk, = Zcos0, + ysin 0. First show that the
tangential fields at an aperture point ¥ = X’ X+ )’ ¥ on the aperture above the straight-edge
are given by:

Eg = X Ege /% sin01 H, :}”/% cos 0,k sin01

0
Then, using Kottler’s formula (18.12.1), and applying the usual Fresnel approximations in
the integrand, as was done for the point source in Fig. 18.14.4, show that the diffracted
wave below the edge is given by Egs. (18.14.23)-(18.14.25), except that the field at the edge
is Ecage = Eo, and the focal lengths are in this case F = I, and F' = I,/ cos? 6,
Finally, show that the asymptotic diffracted field (when I, — ), is given near the forward
direction 0 ~ 0 by:
e k2 1 —j

Wzme

Assume that the edge in the previous problem is a perfectly conducting screen. Using the
field-equivalence principle with effective current densities on the aperture above the edge

s =0and J,s = —20 X E4, and applying the usual Fresnel approximations, show that the
diffracted field calculated by Eq. (18.4.1) is still given by Egs. (18.14.23)-(18.14.25), except
that the factor cos 0 + cos 05 is replaced now by 2 cos 0>, and that the asymptotic field and
edge-diffraction coefficient are:

E= Eedge

eIkl (1 —j)2cos@»

E=Ey——D s D =
0 \/Tz edse edge 4+/1rk (sin 01 + sin 0,)

Show that this expression agrees with the exact Sommerfeld solution (18.15.26) at normal
incidence and near the forward diffracted direction.

19

Diffraction - Plane-Wave Spectrum

This chapter continues the previous one on radiation from apertures. The emphasis
is on Rayleigh-Sommerfeld diffraction theory, plane-wave spectrum representation for
scalar and vector fields, radiated and reactive power of apertures, integral equations
for apertures in conducting screens, revisiting the Sommerfeld half-plane problem us-
ing Wiener-Hopf factorization techniques, the Bethe-Bouwkamp model of diffraction by
small holes, and the Babinet principle.

19.1 Rayleigh-Sommerfeld Diffraction Theory

In this section, we recast Kirchhoff’s diffraction formula in a form that uses a Dirich-
let Green’s function (i.e., one that vanishes on the boundary surface) and obtain the
Rayleigh-Sommerfeld diffraction formula. In the next section, we show that this re-
formulation is equivalent to the plane-wave spectrum approach to diffraction, and use
it to justify the modified forms (18.1.2) and (18.1.3) of the field equivalence principle.
In Chap. 20, we use it to obtain the usual Fresnel and Fraunhofer approximations and
discuss a few applications from Fourier optics.

We will work with the scalar case, but the same method can be used for the vector
case. With reference to Fig. 19.1.1, we consider a scalar field E(r) that satisfies the
source-free Helmholtz equation, (V2 + k?)E (¥) = 0, over the right half-space z > 0.

We consider a closed surface consisting of the surface S of a sphere of very large
radius centered at the observation point ¥ and bounded on the left by its intersection S
with the xy plane, as shown in the Fig. 19.1.1. Clearly, in the limit of infinite radius, the
volume V bounded by S + S« is the right half-space z > 0, and S becomes the entire xy
plane. Applying Eq. (18.10.3) to volume V, we have:

on' E on’

J [G(V?E + k*E)—E (V'’G + k*G) ] dV’ = —j(
\%4

[ OE oG
S+Se

]dS' (19.1.1)

The surface integral over S can be ignored by noting that n is the negative of the
radial unit vector and therefore, we have after adding and subtracting the term jKEG:

E 3G .. OE .\ (3G . ,
‘L[GW‘EW]“ _Jm[G<ar+JkE) E(ar *J"Gﬂ‘“



19.1. Rayleigh-Sommerfeld Diffraction Theory 845
. -
y
Y
s Seo',
R z P E(r) |
TR R |
\\‘\ - /1
AR vl . r
< r A /
0 ny /
. z /
0 T

Fig. 19.1.1 Fields determined from their values on the xy-plane surface.

Assuming Sommerfeld’s outgoing radiation condition:

OFE
r| = + 'kE) -0, v —
(5 w 1o
and noting that G = e /X" /471rr also satisfies the same condition, it follows that the
above surface integral vanishes in the limit of large radius r. Then, in the notation of
Eq. (18.10.4), we obtain the standard Kirchhoff diffraction formula, where the planar
surface S is the entire xy plane,

oG OE ,
E(Muy(r) = L [E o G n ] ds (19.1.2)

Thus, if rlies in the right half-space, the left-hand side will be equal to E (r), and if ¥
is in the left half-space, it will vanish. Given a point ¥ = (x,y, z), we define its reflection
relative to the xy plane by r— = (x,y, —z). The distance between r_ and a source point
¥ = (X',y’,z") can be written in terms of the distance between the original point r and

the reflected source point ¥_ = (x',y’,—-2):

Ro=Ir =\ (x=x)2+(y—y)2+(z+2)2 = [r— 7|

whereas

R=|r-r|= \/(xfx’)2+(yfy’)2+(z -z')?

This leads us to define the reflected Green’s function:

JKR -
G_(rv)= ‘me —GUr—r)=Gr —¥) (19.1.3)
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and the Dirichlet Green’s function:
e-JkR  o—jkR-

4R~ AmR. (19.1.4)

Gir,¥)=G(r,¥)-G_(r,¥)=

For convenience, we may choose the origin to lie on the xy plane. Then, as shown
in Fig. 19.1.1, when the source point ¥ lies on the xy plane (i.e., z’ = 0), the function
G4(r,¥) will vanish because R = R_. Next, we apply Eq. (19.1.2) at the observation
point r in the right half-space and at its reflection in the left half-plane, where (19.1.2)

vanishes:

oG OF ) .
E(r) = L [E -G an,]ds C atpointr
oG 3F (19.1.5)
0= L [E o % om ] ds’,  atpoint r-

where G_ stands for G(r— — ¥). But on the xy plane boundary, G- = G so that if we
subtract the two expressions we may eliminate the term 0E/on’, which is the reason

for using the Dirichlet Green’s function:

E(r)=J EW) S (G-G)as :J Ew) %6 gg
S on’ S on’
On the xy plane, we have i = Z, and therefore

oG oG and oG- 0G- __ oG

on’ 0z ly-o on’ 3z ly—0 07 lz-0

Then, the two derivative terms double resulting in the Rayleigh-Sommerfeld (type-1)
diffraction integral [1286,1287]:

oG
0z’

as’ = —2% J E(F)GdS' | (Rayleigh-Sommerfeld) (19.1.6)
s

E(n= ZLE(V’)

The indicated derivative of G can be expressed as follows:

oG oG z 1) e JkR
- = == (jk+ —) 19.1.7
0Z lz—0 07 lz-=0 R (J R/ 4mR (19.1.7)
To clarify the notation, we may write Eq. (19.1.6) in the more explicit form using (19.1.7),
E o [T 2 (ks LY b ey 0y dway 19.1.8
(x,¥,2)= Hﬂo}—z(J +§>m (x',y',0) dx'dy (19.1.8)

where R = \/(x —X')2+(y —y’)2+2z2. For distances R > A, or equivalently, k > 1/R,
one obtains the approximation:
G|z e
0z | -0 "R 4mR’
This approximation will be used in Sec. 20.1 to obtain the standard Fresnel diffraction
representation. The quantity z/R is an “obliquity” factor and is usually omitted for
paraxial observation points that are near the z axis.

for R> A (19.1.9)
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Equation (19.1.8) expresses the field at any point in the right half-space (z > 0) in
terms of its values on the xy plane. For z < 0, the sign in the right-hand side of (19.1.6)
must be reversed. This follows by using a left hemisphere enclosing the space z < 0, in
the limit of large radius, and noting that now n = —2, and assuming that E (x, y, z) still
satisfies the Helmholtz equation in z < 0. Thus, we have more generally,

Ex,y,z)= 12% H EX',y',0) G(R)dx'dy' | for z=20 (19.1.10)

Because R = \/(x —X')2+(y —y')2+2z2, it follows that [(E(X',y’,0)G(R)dX'dy’
will be an even function of z, and therefore, its z-derivative will be odd in z, and hence,
E(x,y,z) will be an even function of z. This is seen more explicitly by performing the
z-differentiation in (19.1.10), and noting that, =z = |z| for z = 0,

E(x,y,z)=2 Hw 12| <jk + l) eiJkRE(x’ y',0)dx'dy’ forall z
o ~«» R R/ 4mR o ’

By adding, instead of subtracting, the two integrals in (19.1.5), we obtain the alterna-
tive (Neumann-type) Green’s function, Gy = G + G, having vanishing derivative on the
boundary. This results in the so-called type-2 Rayleigh-Sommerfeld diffraction integral
that expresses E (x,y, z) in terms of its derivative at z = 0,

(x',y,0)

E(x,y,z)= %2 H G(R) oF 3y ax'dy’ | for zz0 (19.1.11)

We will see in the next section that both Eqgs. (19.1.10) and (19.1.11) follow from the
same plane-wave spectrum representation.

The derivation of (19.1.10) and (19.1.11) implicitly assumed that E (x,y, z) was con-
tinuous across the xy plane. When parts of the plane are replaced by a thin conducting
sheet, then some of the electromagnetic field components develop discontinuities across
the conducting parts. In such cases, where the limiting values E (x’,y’, +£0) are different
from the two sides of z = 0, the above diffraction integrals must be replaced by,

E(x,y,2) = 12% H E(X',y',+0) G(R) dx'dy’
o o forz 2 0 (19.1.12)
E(x,y,z) = 72 H G(R) aE(Xé+iO)dx’dy’

Egs. (19.1.10) and (19.1.11) are also valid in the vectorial case for each component
of the electric field E(r). However, these components are not independent of each
other since they must satisfy V - E = 0, and are also coupled to the magnetic field
through Maxwell’s equations. Taking into account these constraints, one arrives at the
vectorial versions of (19.1.10) known as Smythe’s diffraction formulas [1328], which are
actually equivalent to the Franz formulas of Sec. 18.12. For example, assuming that the
transverse components Ey, E), are given by Eq. (19.1.10),

Ex(r)= 12I Ex(¥) a—GdS', Ey(r)= 12J E, (V) a—GdS' (19.1.13)
s 0z s 0z
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then, it is easy to verify that the following E, component will satisfy the divergence
condition, OxEx + 0yEy + 0,E; = 0,

E,(rn)= iZJ [Ex(r')a—G+Ey(r’)a—G]dS' (19.1.14)
s ox oy

and indeed, Eqgs. (19.1.13) and (19.1.14) are the Smythe formulas for the E field. We
pursue these issues further in Sec. 19.5.
Kirchhoff Approximation

In the practical application of the Rayleigh-Sommerfeld formulas, the xy plane consists
of an infinite opaque screen with an aperture A cut in it, as shown in Fig. 19.1.2.

XA
dx_x' bservation soint
dyfi'"‘; \»M” OEserva 10n poin
r
m R = 20
0 >z
y N
y W&
-~ aQe’“
sc@ws

Fig. 19.1.2 Aperture geometry, with R = |[r—¥|, r=Xx+yy+zz, ¥ =%xx +y)y'.
In the usual Kirchhoff approximation it is assumed that:

(a) the field is zero over the opaque screen, so that the integration in (19.1.6) is re-
stricted only over the aperture A.

(b) the field, E (¥), over the aperture is equal to the (known) incident field, say Ejn (¥),
from the left.

This results in a computable approximation for the diffracted field into the right half-
space z > 0,

E(r)=-2 % J Einc(¥)G(R) dS’ | (Kirchhoff approximation) (19.1.15)
A

Generally, such approximations work well for apertures whose dimensions are large
compared to the wavelength A. For apertures in conducting screens, the exact formula-
tion requires that one must first determine the correct aperture fields by solving certain
integral equations, and then apply the Rayleigh-Sommerfeld-Smythe formulas. We dis-
cuss these in Sec. 19.9.
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19.2 Plane-Wave Spectrum Representation

The plane-wave spectrum representation builds up a single-frequency propagating wave
E(x,Y, z) as alinear combination of plane waves e J (kxx+kyy+k:z) t The only assumption
is that the field must satisfy the wave equation, which becomes the three-dimensional
Helmholtz equation,

(V2 +k)E(X,y,2)=0, k= % = w. /e (19.2.1)
where ¢ = 1/,/pué€ is the speed of light in the propagation medium (assumed here to be

homogeneous, isotropic, and lossless.) In solving the Helmholtz equation, one assumes
initially a solution of the form:

E(X,y,2) = E (ky, ky, z) e TRxXeTkry
Inserting this into Eq. (19.2.1) and replacing, 0x — —jkx and 0, — —jk,, we obtain:

2
(—ki -k + % + k2> E (ky, ky,2)=0

or, defining k2 = k? — k3 — k2, we have:

0%F (kx, ky,2)

57 —(K* = ki = k) E (kx, ky, 2) = =k E (ky, ky, 2)

Its solution describing forward-moving waves (z > 0) is:

E (kx, ky, 2) = E (ky, ky) e 7K2% (19.2.2)

where F (ky, ky) is an arbitrary constant in the variable z.

If ki + k% < k?, the wavenumber k; is real-valued and the solution describes a
propagating wave. If k2 + k2 > k?, then k; is imaginary and the solution describes an
evanescent wave decaying with distance z. The two cases can be combined into one by
defining k, in terms of the evanescent square-root of Eq. (7.7.9) as follows:

Jk2—IG -k}, if kZ+ki<k?| (propagating)
—j\/m, if ki+kZ>k*| (evanescent)

and choose the square-root branch, k, = k, when ky = k;, = 0. In the evanescent case,
we have the decaying solution:

k, = (19.2.3)

E (k. ky, 2) = E (ky ky) e 2R 75 0

Fig. 19.2.1 depicts the two regions on the kyk, plane. The complete space dependence
is E (ky, ky) e /kxX=JkyY e=Jk:2  The most general solution of Eq. (19.2.1) is obtained by
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Y
ky evanescent
ki +ky > k?
k
propagating kx
ki +ky < k?

Fig. 19.2.1 Propagating and evanescent regions on the kyk, plane.

adding up such plane-waves, that is, by the spatial two-dimensional inverse Fourier
transform, for z > 0,

dky dky,
(2m)?

E(x,y,Z)=J J E (kx, ky) e hx=ikyy g=ikzz (19.2.4)

This is the plane-wave spectrum representation, also known as the angular spectrum
representation, see [1415,1419], and some of the original papers [1601,1423-1425].

Because k; is given by Eq. (19.2.3), this solution is composed, in general, of both
propagating and evanescent modes. Of course, for large z, only the propagating modes
survive. Setting z = 0, we recognize E (ky, ky) to be the spatial Fourier transform of the
field, E (x,y,0), at z = 0 on the xy plane:

dky dk,

B ) o ki
EG0) = | [ Btk ket s €A

o (19.2.5)
E (ky, ky) :J J E(x,y,0) ek gx dy

As in Chap. 3, we may give a system-theoretic interpretation to these results. Defin-
ing the “propagation” spatial filter, h (kx, ky, z) = e Jk2Z then Eq. (19.2.2) reads:

E(kx,ky, 2) = e TK2E (ky, ky) = B (ky, Ky, 2) E (Ky, Ky) (19.2.6)

This multiplicative relationship in the wavenumber domain translates into a convo-
lutional equation in the space domain. Let h(x,y, z) denote the “impulse response” of
this filter, that is, the spatial inverse Fourier transform of h (kx, ky, z) = e Jkaz,

R : ; o dky dk
= —Jjkxx=jkyy o —jkzz ZOX Y
h(x,y,2) LOLO e e 21)? (19.2.7)
then, we may write Eq. (19.2.4) in the convolutional form:
E(x,y,z)= J J hix-x",y -y, 2)EX,y,0)dx'dy’ (19.2.8)

T As always, we use e/®! harmonic time dependence.
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Eq. (19.2.8) is equivalent to the Rayleigh-Sommerfeld formula (19.1.6). Indeed, it

follows from Eq. (D.19) of Appendix D that
, , 0G(R) 0G(R) e kR
hix-x,y-y',z)=-2 2y 2 Fra G(R)= prpma

with the understanding that z' = 0, so that R = /(x — X )2+(y —y’)2+z2. Thus,
Eq. (19.2.8) takes the form of Eq. (19.1.6) or (19.1.8). The geometry was shown in
Fig. 19.1.2. We note also that at z = 0, we have h(x — X",y —)',0)=0(x—x")o(y —)').
This follows by setting z = 0 into (19.2.7), or from Eq. (D.21) of Appendix D. Thus,
Eq. (19.2.8) is consistent at z = 0.

To summarize, the Rayleigh-Sommerfeld and plane-wave spectrum representations
express a scalar field E(x,y,z) in terms of its boundary values E(x,y,0) on the xy
plane, or in terms of the 2-D Fourier transform E (kx, ky) of these boundary values,

R=1|r-¥| (19.2.9

E O (" e by 0y dxdy
(x,y,z)——ZE JLO 4R (x',y",0) dx'dy

[T 2 (ks 1) By 0y axay (19.2.10)
- ﬂ_mﬁ(ﬂﬁ)m (XY, 0) dx'dy -

dk dk,
(2m)?

= ﬂ E (k, ky) e Tkxx=ikyy o =jkzz

with z > 0and R = \/(x —X')2+(y — y’)2+2z2. For arbitrary z = 0, we have,

E _25 ooe—ijE ’ /Odldl
x,y,z) =+ Eﬂw 4R (x',y',0) dx'dy

ZJJDO E (jk + l) e KR EX',y,0)dx'dy (19.2.11)
—» R R/ 4mR o
o ) . ) dky dk
_ —jkxx—jkyy ,—jkz|z| AKx AKy
Next, we show that the plane-wave representation (19.2.4) is equivalent to both the
type-1 and the type-2 Rayleigh-Sommerfeld formulas, Egs. (19.1.6) and (19.1.11). We

note that Eq. (19.2.6) can be written as follows,

~ . N ~Jkzz N
E(kx,ky,z) = eIkez - E(kx,ky)= 2jk; - [L] - E(kx, ky)
2jk,
or,
E (ky, ky, 2) = 2jky - G (kg, Ky, 2) - E (ky, ky) (19.2.12)

where G (ky, ky, z) = e /X7 (2jk,) is the 2-D Fourier transform of the Green’s function
G (r)= e X/ (41rr), for z = 0. This follows from Eq. (D.11) of Appendix D. The factor
2jk, can be associated either with G (ky, ky, z), leading to Eq. (19.1.6), or with E (ky, ky)
leading to Eq. (19.1.11),

E(szky;Z)= 2jk; - G(lekY!Z) 'E(kx;ky)= 2jk; - E(kx;ky) 'G(kx;ky;z) (19.2.13)
—_— —_—

type-1 type-2
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We recognize that 2jk; - E (ky, ky) is the 2-D Fourier transform of the z-derivative
of E(x,y,z) at z = 0, indeed, by differentiating (19.2.4), we have,

L O0EX,y,7) _ J’J‘” . - ikex—jkyy o—jk,z AKx dky
2762 = _OOZJkZ E (kx,ky) e e 7(2”)2 (19.2.14)
and at z = 0,
~, 0E(x,y,0) 74”“ . - ikex—jk,y AKx dky
2= =] 2jk, - E(ky,ky) e Y (19.2.15)

Thus, the inverse Fourier transform of the product of the transforms G (ky, ky, z)
and 2ij]§"(kx, ky) in (19.2.13) becomes the convolutional form of Eq. (19.1.11).

19.3 Far-Field Diffraction Pattern

The far-field, or Fraunhofer, diffraction pattern is obtained in the limit of a large radial
distance r of the field observation point from the aperture. It can be derived using either
the Rayleigh-Sommerfeld integrals or by applying the stationary-phase approximation
to the plane-wave spectrum. We briefly discuss both approaches.

In Eq. (19.2.10), the quantity R = |r— ¥| is the distance between the field point
at position r and the aperture point ¥. If we assume that the aperture is finite, as in
Fig. 19.1.2, and we choose ¥ > r’, we may approximate R as follows,

R=lr-¥|=vr2-2r-r+r2=r—-t-r

where T is the unit vector in the direction of the observation point . We have used this
approximation before in Sec. 15.7, see for example Fig. 15.7.1. The far-field approxima-
tion then consists of making the following replacements in Eq. (19.2.10), and assuming
thatr > A,or, k > 1/r,

7 1\ e kR 4 1\ e-Jkr—i-r) 7 e Jkr .
z -k+,) ~Z ('k+7) ~jkZ oIkEF 19.3.1
R (J R/ 4mR r J r 4Ttr J v 4mr ( )

where we replaced R = r in the denominators, but kept the approximation R =~ r —t - ¥
in the phase exponential. The unit vector t is uniquely defined by the corresponding
polar and azimuthal angles 0, ¢ in the direction of r. Thus, z/r = cos 0, and defining
the wavevector k = k¥, we have,

kx = k sin 0 cos ¢
k=ki=k(XsinOcos¢ +ysinOsing +2zcosf) = k,=ksin0singp (19.3.2)
k, = kcos 0

Since ¥ is restricted to the xy plane, we have, e/kK'¥' = gkxX'+ky" 1t follows that Eq. (19.2.10)
can be approximated in this limit by,

e—jkr

E(x,y,z)= 2jk cos 0 I EX,y,0)ekX kY gy’ gy’

4T1tr
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but the last factor is the 2-D Fourier transform of E (x’,y’, 0) evaluated at the directional
wave vector, k = kT,

—jkr

E(x,y,z)~ 2jk cos 0 Z? E (ky, ky) (far-field diffraction pattern) (19.3.3)

The factor E (ky, ky) evaluated at k = kT is a function of the angles 8, ¢, and rep-
resents the essential angular pattern of the diffracted wave. The factor cos @ may be
viewed as an obliquity factor.

The same result can be obtained by using the stationary-phase approximation for
2-D integrals discussed in Appendix H. Let us rewrite Eq. (19.2.4) in the form,

k) dkxdky

— ® 5 j@ (kx
E(x,y,z)= H_OOE(kx,ky)eN’ P2 (19.3.4)
where we defined the phase function,
@ (kx, ky)=—k-r=—(kxx + kyy + k,z) (19.3.5)

The stationary-phase approximation to the integral in (19.3.4) is given by Eq. (H.6),

B i (kQ,k9)
ydkdky e 2 E(RKD) /70N
(2m)? | det | (2m)?

H E (kx, ky) @/ ® kky (19.3.6)

where k9, kg are the stationary points of the phase function @ (ky, ky), that is, the so-
lutions of the equations,

P _y 9P _
Okx 7 Oky B
and where @ is the matrix of second derivatives of @ evaluated at the stationary points
kg, k§’,, and o, T are the algebraic signs of the determinant and trace of ®, that is,

0 (19.3.7)

2@ kO, k%) 22 (k9 KY)

xRy
Oky? Oky 0ky
b = ) , o =sign(det®), T =sign(tr®) (19.3.8)
82q)(k2,k2) 82(p(k§3,k§)
Okx 0k, oky*

Since k? = k? — ki — k3, the conditions (19.3.7) become,

o0 _ 0k Kk ky _ x
ka7 X Zakx7 X+Zk270 = kgiz
; o L 20 (19.3.9)
v _ z _ _ Ry _ Y
ok, = Y ok, T YT, Y T ety

Putting these back into k3 = k? — k% — k3, gives the following solution,

K=k K=kY, K=kZ, r= sy (19.3.10)

854 19. Diffraction - Plane-Wave Spectrum

or, k® = kr/r = ki, which is the same as (19.3.2). Therefore, the phase function
evaluated at k° is, @ (kQ, k)= —k" - r= —k# - r= —kr.

The second derivatives are obtained by differentiating (19.3.9) one more time and
evaluating the result at k°, for example,

p 0 kx>_z kg r X2
Ky~ % ok, (kz T\ e kT2
and similarly,
P rxy e r

%
= 1+
dkeok, kz2'  oki Kk ( " z2>
It follows that, det ¢, o, T are,

r4

det‘P:@, o=T=1

and since z > 0, the approximation (19.3.6) yields the same answer as (19.3.3),

3 (kLKD) ; ~jk
ot E(KY, k) e/ Pty _ T 2T E(KQ, kD) e /xr
| det ®| (21m)2 r (2717)2

k2z2

E(x,y,z)~ e/ (0*DT]

or,

e—jkr R e—jkr .

——— E(k%,kY) = 2jk —— EkY, K0
orr (Ko ky) = 2jk cos 0 7 o Bk ky)

E(x,y,2)= jk -
r

19.4 One-Dimensional Apertures
The plane-wave spectrum representations and the Rayleigh-Sommerfeld diffraction for-

mulas apply also to the special case of one-dimensional line sources and apertures, such
as infinitely long narrow slits or strips, as shown for example in Fig. 19.4.1.

prd

screen { aperture
L L
y //

|

Fig. 19.4.1 Slit aperture with infinite length in the y-direction.

Specifically, we will assume that the one-dimensional aperture is along the x-direction
and the fields, E (x, z), depend only on the X, z coordinates and have no dependence on
the y-coordinate. We recall from Egs. (D.22) and (D.32) of Appendix D that the 2-D
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outgoing Green’s function can be derived by integrating out the y-variable of the 3-D
Green’s function, that is,
© 5 jKR

, J @ J
Go(x — =—=H,” (kp)=
2 (X —=x',2) 4 Ho (kp) . amR
where, p =/ (x —X')2+z2and R =/ (x — X' )2+(y —y')2+z2.
Since E(x’,y’,0) does not depend on y’, we may integrate out the Y’ variable in
Eq. (19.1.10) and use Eq. (19.4.1) to obtain the one-dimensional-aperture version of the
Rayleigh-Sommerfeld diffraction integral, for z > 0,

ay’ (19.4.1)

E(x,z)= -2 % J E(X',0)Go(x —x',z)dx’ | (1-D apertures) (19.4.2)

The corresponding 1-D plane-wave spectrum representation can be derived with the
help of the Weyl representation of the G, Green’s function derived in Eq. (D.30) of Ap-
pendix D, that is,

j ) © e‘jkxx e—jkz‘z‘ dkx
= L H®) (kx2 2 :J - = 19.4.
Go(x,2) 4 Ho (kvx2 + z2) N 2k, - (19.4.3)
which implies that, for z > 0,

-2 75626(;'2) - J e Ikx g ks % (19.4.4)

with k, defined as in Eq. (D.27) in terms of the evanescent square root,

\/m if kx| <k . evanescent
’ propagating
4‘:'—/7 k)c

ik =k, kel > K &0

It follows that the convolutional equation (19.4.2) can also be written as the inverse
1-D Fourier transform,

k, = (19.4.5)

E(x,z)= J E (ky) e Jkex gmJks2 dky (19.4.6)
0 21T
where E (ky) is the 1-D Fourier transform of E (x,0) at z = 0,
E(ky) = I E(x,0) e /XX dx
- (19.4.7)

E(x,0) = J E(ky) e kX dkx
—o 27T

Replacing G» in terms of the Hankel function and noting the differentiation property,
dHéz) (z)/dz = 7Hf2) (z), we may summarize the above results as follows,

_J o J“’ @) / /
E(x,z) = 222 ). Hy” (kp)E (x',0) dx
i (° kz z=>0
- ,é j 2 H® (kp)E(X',0) dx’ (19.4.8)
—o P p=+(x—x)2+22
- JM £ (ky) e hx g-ikez ARx
—o 21T
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The far-field approximation easily follows from (19.4.8), for large r = /x2 + 72,

E(x,z)= e/t cos@ N % e Jkr E(kﬁ) (far-field approximation) (19.4.9)

where k = kx/r = ksin0, k9 = kz/r = kcos0, cos@ = z/r. Eq. (19.4.9) can be
derived either by applying the stationary-phase method to the one-dimensional Fourier
integral (19.4.6), that is, Eq. (H.4) of Appendix H, or, by using the following asymptotic
expression for the Hankel function H ](2) in (19.4.8),

2 ikpi
H{? (kp)=~ \/;kpeﬂ”‘”’i ', for large p

and replacing the p in the exponential e /¥ by the approximation,

. X
p=r(x=X)24+22 =r2 —2xx' + X2~ 1 — ;x’

and also replacing p by r in the other factors of (19.4.8).

In both the 3-D and 2-D cases, the radial dependence of the far field describes an out-
going spherical or cylindrical wave, while the angular pattern is given by the product of
the obliquity factor cos € and the spatial Fourier transform of the aperture distribution
evaluated at the wavenumber k = kt.

19.5 Plane-Wave Spectrum-Vector Case

Next, we discuss the vector case for electromagnetic fields. To simplify the notation,
we define the two-dimensional transverse vectors r, = Xx +yy and k; = Xkx + Vky,
as well as the transverse gradient V, = X0y + ¥ 0y, so that the full three-dimensional
gradient is,

V=%0x+V0y+20,=V,+20,

In this notation, Eq. (19.2.6) reads, E(kL ,Z)= h (k,, z)E (k. ), with h (k,,z)= e Jkez,
The plane-wave spectrum representations (19.2.4) and (19.2.8) now are,

A - . d’k,
E(r.,z) = J E(k,) e Jkzz g=jkior L
e 217)2 E(r., 0) E(ry, 2)
N e S b z) e (19.5.1)
- J E(r/,0h(r, - rl,2) d’r!
for z = 0, where
E(k,)= J ek E (L 0) dor, (19.5.2)

and

Twhere the integral sign represents double integration; note also that in the literature one often sees the
notation kj|, r|, with the subscript || meaning “parallel” to the interface, whereas our notation k,, ¥, means
“perpendicular” to z.
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oo i i 2 —jkr
h(r.,,z)= J e Jkez gikiors % = 72% (%) , F=+r ¥, +22 (19.5.3)

—00

In the vectorial case, E (¥, z) is replaced by a three-dimensional field, which can be
decomposed into its transverse X,y components and its longitudinal part along z:

E=XEx+VE,+2E,=E, +2E,
[
transverse part

The plane-wave spectrum representations apply separately to each component of E
and H, and can be written vectorially as follows, for z > 0,

E(r..z) = Jm E(k,) e hez g ikor. A7Ke
1y . 1 (2_’_[)2
(19.5.4)
H(r,,z) = Jm H(k )eﬁikzz e Jkiry dzi
- — + (27T)2
where ﬁ(kL),I-AI(kL) are the 2-D Fourier transforms,
E(k,) = [ e/ T E(r,,0) dPr,
- (19.5.5)

H(k,) = J ek H(r, L 0) dPr,

Because E must satisfy the source-free Gauss’s law, V - E = 0, this imposes certain
constraints among the Fourier components, E(k, ), that must be taken into account in
writing (19.5.4). Indeed, we have from (19.5.4)

« N ; ; d’k
V- -E= ,'J k-E(k,)e /kezp=jkire © 2L _
J . (ko) (21)2

which requires that k - E(k, )= 0. Separating this into its transverse and longitudinal
parts, we have:

- CkiEi(k) _ keEx(ko) +kyEy (k)

E; (k)= K, 5 (19.5.6)
It follows that the Fourier vector E(k,) must have the form:
R R oA R k. -E (k
E(k)= o (ko) +2E, (k)= By (k) -2 < B 0e) (19.5.7)
V4

and it is expressible only in terms of its transverse components E, (k,). Thus, the
correct plane-wave spectrum representation for the E-field as well as that for the H-
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field become in the vector case, for z > 0,

00

k. - E. (k) ] - &2k,

Frz) = I k, (2m)?2

—0o0

[& (ki)-2
(19.5.8)

00 . E . . 2
H(r,,z) = ﬁj k x |:EAL(kL)72 ko - Ei (k) ] o-ikiz gikers ARL

k, (2mm)2

where, k = k, +zk, = Xkyx +yky +2k,. The magnetic field was obtained from Faraday’s
law, V x E = —jwuH. Replacing, wu = kn, since k = w. /i€ and n = /u/€, we have,
H =V X E/(—jkn), which leads to the above expression for H by bringing the gradient
V inside the Fourier integral for E, and replacing it by V. — —jk.

The plane-wave Fourier components for E and H form a right-handed vector triplet
together with the vector k,

E(k,) = E, (ky) -2 < Ee)

. (19.5.9)
kL -E| (kl)

N 1 S 5
H(kL)—ﬁkX[EL(kL)—z K,

] -1 E(k,)

nk

Albeit complex-valued because of Eq. (19.2.3), the normalized vector k = k/k can be
thought of as a unit vector, indeed, satisfying, k - k = k3 + k3 + k3 = k?, or, k-k=1.

It follows from (19.5.9), that k-H(k, )= Oand kxH(k,)= -k E(k,)/n = —we E(k.),
which imply that Egs. (19.5.8) satisfy the remaining Maxwell equations, thatis, V- H =0
and V X H = jwe E, in the right half-space z > 0.

We could equally well have started with the tangential components of the magnetic
field on the aperture, H, (r/,0), and the corresponding Fourier transform, H, (k,),
and have used the constraint V - H= 0, or, k, - H, (k,)+k,H,(k,)= 0, to obtain the
following alternative plane-wave spectrum representation, with the electric field derived
from, jw€eE =V x H, or, E= (n/jk)V x H, for z > 0,

0 .0 . . 2
H(r,,z) :J H (k,)-2 ko - Hy (k) | bz gmiber, 4K
—oo k, (21T)2
) , (19.5.10)
« N ki cH (KD | i, ik dok
E(r,,z) = _%kax [Hl(kl)_Z%] o Jkaz g=jki vy (27‘”;2
The plane-wave Fourier components still form a right-handed triplet with k,
N . k. -H (k)
H(k,) = HL(kL)_Z%
z
(19.5.11)

kL ) I:IL(kL)

E(kg:—gkx[m(kg—z B

] - —g kx H(k,)

Egs. (19.5.11) are entirely equivalent to (19.5.9), hence (19.5.10) are equivalent to
(19.5.8). Egs. (19.5.10) could also be obtained quickly from (19.5.8) by a duality trans-
formation, thatis, E—~ H, H— —E, n — n~ ..
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Example 19.5.1: Oblique Plane Wave. Here, we show that the plane-wave spectrum method
correctly generates an ordinary plane wave from its transverse values at an input plane.
Consider a TM electromagnetic wave propagating at an angle 0, with respect to the z axis,
as shown in the figure below. The electric field at an arbitrary point, and its transverse
part evaluated on the plane z' = 0, are given by

E(r,,7) = Eo (X cos 0y — 2 sin 0) e~/ Kxx+ko2) ?x x;*
E(r/,0)! VE(r.,z)

2,07 :1,0 7 I i

E, (r/,0) = XEycos 9()87kax =XEycos 9()€7Jki'n i i

kS =ksin6y, k) =0, kJ=kcos0 E | |

0, | |

K = KO + §kO = %k sin 0, ! 3 2 3

It follows that the spatial Fourier transform of E, (r/,0) will be

)

E, (k.,0)= J KEqcos g e K r! ik rl g2y = g Focos 00 (277)25 (k. — K°)

Then, the integrand of Eq. (19.5.8) becomes

E, —ikLk%El = Eo (% cos 0y — 2 sin 0) (211)%5 (k, — K9)
zZ

and Eq. (19.5.8) gives

d’k,

E(r,,z) = Jﬁw Eo (X cos 0y — 2 sin 0) (211)%5 (k, — k9 ) e /kzZ g=/ke-me 22

~ ~ . —_i0 0,
= Eo(X cos Oy — Z sin 0) e/ kxx+kz2)

which is the correct expression for the plane wave. For a TE wave a similar result holds. O

One-Dimensional Apertures

As in Sec. 19.4, we assume that there is no y-dependence in the fields (see Fig. 19.4.1
for the geometry). The 2-D Fourier transforms of the 2-D aperture fields reduce to 1-D
Fourier transforms of 1-D fields:

00

E, (kx,ky) = J E. (x,0)e &=k gxdy

0

=J E, (x,0) e/ dx J ekvdy = E(ky) 2115 (ky)

The 6 (ky) factor effectively sets k, = 0 in the 2-D expressions and eliminates the
ky integrations, replacing (19.5.8) by,

0

E(x,z) =J

—0o0

E, (ky)—2Z K Ex (kx) e Jkzz p=jkxx &
k, 21T

. (19.5.12)

H(x,z) = ij kx| B (k) —2 xR iz o dRx
nk J)-w k, 27T
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where now, k = k, + zk, = Xkx + zk,, and hence, the constraint, k - E = 0, implies,
. k. -E. Kk Ex
E,=—7"F77=—"7-— 19.5.13
z K, K, ( )

We may rewrite (19.5.12) more explicitly in terms of the transverse Ey, E,, components,

B,2) = [ 9B 00+ 5 (K, — 2k Bl [ e bster T
—oo k 21T
| K2 dk (19.5.14)
H(x,z) = nk Lm [(ikx —Xk;) Ey (kx) +¥ kK, Ex(kx)j| eIk 27_;‘
Thus, the Fourier components of the magnetic field are,
N k, - N k - N Kkx =
Hx=—n—lz< v H,,=EEX, Hz=n—zEy (19.5.15)

19.6 Far-Field Approximation, Radiation Pattern

The far-field approximation for the vector case is easily obtained by applying Eq. (19.3.3)
to each component of the E, H fields, that is, for large r,

—Jkr
E(r)~ 2jk cos 0 E(k,) (far-field radiation pattern) (19.6.1)
4ttr k=ki

and similarly for H. Since k- E = 0 and k = k#f, it follows that, ¥ - E(r) = 0, thus, the far
field has no radial component. The azimuthal and polar components are easily worked
out from (19.6.1) to be,

. e—jkr . L
Eg = 2jk Arr cos 0[E, cos¢p — Exsin¢p]
. e—jkr R R
Ep = 2jk frp— [Excos ¢ + Eysin¢p] (19.6.2)
1 1 1
H=—-tXE = Hy=—E9, Hp=-—E
n 7y no?

These are the same as Egs. (18.4.10) and (18.4.12) of Chap. 18, if we recognize that
the quantity f(@, ¢) in those equations is nothing but f(6,¢)= E, (k,) evaluated at
k = kif. In a similar fashion, we can show that the far-field approximation based on
(19.5.10) is equivalent to (18.4.11), where now we have, g(0, ¢)= H, (k).

The cos 0 factor is an obliquity factor and is sometimes referred to as an element
factor [1447]. The factors, [Ey cos ¢ — Exsin ] and [Ey cos ¢p + Ey sin ¢ ], are referred
to as pattern space factors.

For the 1-D case described by Eq. (19.5.12), the far-field approximation follows by
applying the scalar result (19.4.9) to each component, that is, for large ¥ = /X2 + z2,

E(r,0)~ el cos .| % e KT E(KY) | (far-field approximation) (19.6.3)
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where, k) = ksin0, kY = kcos 0, cos@ = z/r. Resolving these into the cylindrical
coordinate directions, ¥, 8, ¥, shown in Fig. 19.4.1, we have, E = 0 Eg + V E,,

o k. .
Ey(r,0) =e14,/me K cos O Ey (k)

(19.6.4)
Eo(r,0) = eJ”J,/Lef"’“ﬁx(kS)
2TTr
For the magnetic field, we have, H=# x E/n = (¥ Eo¢ — éﬁy) /n,
Ho(r,0) = SN \ lLe‘JkV cos 0 E, (k9)
’ n” n 211 YRR
(19.6.5)
k
- = _ =, N —jkr 0
Hy(l’,@) Eo e’ 4 oy Ex (ky)
19.7 Radiated and Reactive Power, Directivity
The z-component of the Poynting vector at the z = 0 plane is given by,
S, = %E(n,o)xH* (ri,0)-z (19.7.1)

The total power Pr4q transmitted through the aperture at z = 0, and radiated into the
right half-space, can be obtained by integrating the real part, Re[S,], over the aperture.
Similarly, the integral of the imaginary part, Im[S,], gives the reactive power Preact at
the aperture. Thus, we have,

0 1 [oo}
Prad +jPrcact = J Szdzrl = E J E(FL,O)XH*(I‘L,O)'Q dzl‘l (19.7.2)

Applying the vectorial version of Parseval’s identity, we may express Eq. (19.7.2) as
an integral in the wavenumber domain of the corresponding 2-D Fourier transforms E, H
of E, H, which are defined in Eq. (19.5.8). Thus, we find,

. 1 (“ o
Prag + jPreact = - J E(r.,0)xH*(r.,0)-2 d°r,

2
- Pk (19.7.3)
-2 j B XA (k)2 G5

But the plane-wave Fourier components satisfy, H = kx E /nk, where k = k, + 2 k.
The vector k, is real-valued but k, becomes imaginary in the evanescent part of the
integral. Therefore, we may write, k* = kL +2k* = k+2 (k} —k,). Using the constraint,

k - E = 0, which implies, k* - E = E, (k* — k), it follows that,
ExH 2= ﬁfx (k* x E*).2 = ik [K* |E2—E" (k*-E)] -2

- ﬁ [KZ VB = EZE2 (K = ko) ] = L [KZ LELI® + Kz B2 1]
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Thus, Eq. (19.7.3) becomes,

d’k,
(2m)?

. 1 0 . L
Prad +JPreact = 2!]7]( J [k; |EL|Z +kz|EZ|2] (19-7-4)
Splitting the integration over the visible/propagating region, |k, | = (ki + k3 < k,

and over the invisible/evanescent region, |k | = JkZ + k§ > k, and noting that k, is
real over the former, and imaginary, over the latter region, we may separate Praq, Preact,

. 1 N - d’k
Prad +.]Preact an |:J\k <k+J|k \>k:| [k; |EJ_|2 +kz‘Ez|2] (2.”.;2

1 ;|2 o2 & d*k, 2 2
Paa=y | DEEHIERIE G0 | k= eIk
-1 F 12 _|F |2 JkJ d’k, il — 2 2
Preact = 2n thbk['EL‘ |E,|*] k (2m)?2 Jkz =A/lk 2 =k

In Sec. 18.6, we assumed that the transverse aperture fields were Huygens sources,
thatis, H, (r,,0)= ZXE, (r,,0) /n. Under this assumption, the radiated power is given
approximately by,

(19.7.5)

1 (” .
Praq = 5 J Re[E, (r,,0)xH" (r,,0)] -z d°r,
. (19.7.6)
1 (” 2 0 1 J’°° 5o d’k,
- E - E 2 =0
2n _00| L(rL|O)| aer, on Jow |E, | (2m)2

where we used Parseval’s identity in the last two integrals. Eq. (19.7.6) approximates
(19.7.5) for large apertures [19]. Indeed, E, is typically highly peaked in the forward
direction, k, = 0, or, k, = k, and hence, E, = —k, - E, /k, is small compared to E, in
(19.7.5). Thus, the two expressions will agree, if we also assume that the contribution of
the invisible/evanescent region, |k, | > k, in (19.7.6) is small. However, such assumption
is not warranted in the so-called super-directive apertures where a huge amount of
reactive power resides in the invisible region.

An alternative way of calculating the radiated power is by integrating the radial
component of the Poynting vector over a hemisphere of very large radius in the right
half-space. At large radial distances, we may use the radiated fields given in (19.6.1),

) eJkr 1,
FEraq (V) = 2jk cos 0 - E(KY) o’ Hyoq (F) = ot X Erad (19.7.7)
The corresponding Poynting vector has only a radial component, since, T - Eyaq = O,

Re[Ea X (B X EXg)] = 2n |15m.|2 £P,  (19.7.8)

T

1 1
P = E Re[Erad X H)gd] = %
Using spherical coordinates, the net power transmitted through the right-half hemi-
sphere of radius r will be given as follows,
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/2 271 /2 27T 1
Prad=J?rdS=J J ’PrrzsinGded):J J — |Epql? r*sin0d@ d¢
0 0 0 o 2n

_J‘TF/Z JZH 1
0 0o 2n

1 /2 21T R 2
= oram? J J |E(KY) |2 K2 cos? 0 sin 0 dO dep
0 0

2

. e~Jkr .
2jk cos O mE(kﬂ) r2sin0 do d¢o

Changing variables from 6, ¢ to kyx = ksin € cos ¢, k, = ksin 0 sin ¢, and noting
that, dky dk, = k? cos 0 sin 0 d0 d¢, and, k, = k cos 0, it follows that the last integral
can be transformed into that of Eq. (19.7.5).

The directivity in direction, 0, ¢, is defined as follows in terms of the radiation
intensity (radiated power per unit solid angle), dP/dQ = r?>dP/dS = r?P,,

dp/dQ 2P, Kk cos? 0 |E(k?) |°
D(0,¢p)= Pogidn ~ 4B T o )|2k72 . (19.7.9)
[k, | <k * k (2mm)2

Assuming that the maximum directivity is in the forward direction, k; = 0, we have,

~ 2
p._Am [E.(0) ] . (19.7.10)
AZ |E’(k )|2 & d kL
ks ko (2m)?

where we replaced, k2 /11 = 411/A2, and |E(0) |* = |E. (0) |, since, E, = —k, -E, /k, =

0, at k;, = 0. By comparison, the approximate expression (18.6.10) in Sec. 18.6 was,
) 2
N 2
41 |E. (0) |2 am U,wEL(“'O)d”

N2 [(® 2 =52 (@
Y mwor Gk N e el P

Dpax = (19.7.11)

Quite similar expressions hold also in the 1-D aperture case. The total radiated and
reactive powers (per unit y-length) are defined by integrating the z-component of the
Poynting vector over the x-aperture only. This gives,

dkx

4 . 4 0 1 © A ~
Plog + JPreact = Lo Szdx =7 o Lo[k; LA A (19.7.12)
where the prime means “per unit y-length.” Then, (19.7.12) separates as,
1 . N k, dk
Pla=— E 2P+ |E 1% 222 = k2 — k2
d = 5 |kx‘ﬁk[l L7+ 1Ez17] X o k, = k2 — k3
(19.7.13)

o1 512 _ .21 /K2 dkx
Piewi = g |, LB = 1B 2102 50

ks = Jk§ - k2

864
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It is convenient to rewrite these in a form that explicitly separates the TE and TM
components, that is, Ej, and Hy, Using Egs. (19.5.15), we find,

’

1
P zfj
220 i<k

, 1 . n
Preact = 5 ka|>k[‘Ey|2 - |’7HY|Z]

[IEyI* + InHy|*]

k, dk
T oom | ke=AR2-K
ik, dk (19.7.14)
& om | Jke =K k2

Indeed, using Egs. (19.5.15), we have in the visible region, |ky| <k,

N ~ ~ ~ - - k2 . A k? . A -
|E|2 = |Ex‘2+‘Ey‘z+‘Ez‘z = |Ey|2+|Ex|2+é |Ex|2 = |EY|Z+E |Ex|2 = ‘Eyler‘rIHy‘z

Similarly, in the invisible region, |kx| > k, we have noting that |k,|> = k2 — k2,

2
X
k2|2

The same expression for P,,, can also

|E 12 = |E,|? = |Ey|? + | Ex|® =

I Lo, k2oL P ~
|E><|Z = |Ey“2 - F ‘Ex|Z = |Ey|Z - |r]PIy|Z
z

be obtained by integrating the radial com-

ponent P, of the Poynting vector over a semi-cylindrical surface of large radius r and

using the radiation fields (19.6.3). Fig. 19.7
1-D and 2-D cases.

Fig. 19.7.1 Radiated power

.1 illustrates the surface conventions in the

dP =P rd@dy

from 2-D and 1-D apertures.

The directivity may be defined in terms of the power density through the cylindrical

surface dS = rd0dy, that is,,

dP =P, rdOdy

or, with P" = dP/dy, using (19.6.3),

dap dap’ 1
= =r?r=r2_|Erad|2:
n

dody ~ do

2

e/ cos @, K ik E(kY)
21TV

L
2n

which gives for the directivity towards the 0-direction,

dpP'/do

cos? @ | E(kY) |°

D(0)= =
( ) Péad/ZTr

(19.7.15)

k
N >k, dky
L{ Bk |5
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where k) = ksin@. We note that the denominator P;,4/27 in the above definition
represents the radiation intensity in the ideal cylindrically-isotropic case, that is,
p— P’

rad

(%)
ao isotropic 21T
If the maximum directivity is towards the forward direction, 6 = 0, or, k9 = 0, then,

E, = 0, and we find the following expression for the maximum directivity, expressible
also in terms of the TE and TM components,

R |E. (0)]° _om |Ey(0) % + [nHy (0) |
. 2 ky dky A £ 2 q 21 Kz dkx
[ B PSS B K0 B Iy o 2] 5 5
(19.7.16)

Finally, had we assumed that the aperture fields were Huygens sources, the maximum
directivity would be given by the analogous expression to (19.7.11),

2

21 |E. (0) | _eom Lx, E. (x,0) dx

Dax = 9
dk
AJ [y (k) [* 5 A j |E, (x,0) | dx

(19.7.17)

For a finite-aperture of length L, extending over —L/2 < x < L/2,Eq.(19.7.17) is max-
imized when the aperture distribution E, (x,0) is uniform, resulting in the maximum
value, Dmax = 27rL/A. This is the 1-D version of the 2-D result, Dpax = 4TTA /A2, for
uniform apertures that we derived in Sec. 18.6, under the approximation of Eq. (19.7.6).

19.8 Smythe Diffraction Formulas

The plane-wave representations Egs. (19.5.8) or Eq. (19.5.10), can also be written convolu-
tionally in terms of the transverse components, E, (r/,0), H, (r/,0), on the z = 0 aper-
ture plane. The resulting Rayleigh-Sommerfeld type formulas are known as Smythe’s
formulas [1328].

From the Weyl representations (D.18) and (D.20) of Appendix D, we have with G (r) =
ek /4ty and ¥ = |#] = VX2 + ¥2 + 22, and for z = 0,

oG * ; ; d’k ° k ; d’k
B, Tt ekazpmjki Z 2L g G = J L pjkez p=jkicry L
0z Jow (2mm)?2 * (21m)2
that is, we have the 2-D Fourier transforms with respect to r,
N e Jkaz 2G . I )
G(ki,2)=———, —2-—=e Kz 2V G=_*e ke 19.8.1
(ki,7) 2ik, 27 1 K, ( )

We observe that in (19.5.8) the following products of Fourier transforms (in k)
appear, which will become convolutions in the ¥, domain:
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E (k) e kiz = E (k)- <—2%_G>
Z

£ (e ) = B ) (-2926)

E(r.,z)= Jm |:EL(kL>' (—25&> -2 I:EL(kL)' (_2V/L\(;):|:| ek ﬂ

oo 0z (2m)2

It follows that (19.5.8) can be written convolutionally in the form:

0G(R)
0z

E(r,,7)= —zj [El( r/,0) 2 (El (r!,0) -VLG(R))] dr! (19.8.2)
where here G (R) = e /¥R /4rRwithR = |r—r'|and z’ = 0, thatis, R = +/|[r. — r/|2 + Z2.
Because E, (r/,0) does not depend on r, it is straightforward to verify using some vector
identities that,

z2(V,G-E,)-E, 9%
0z

This gives rise to Smythe’s formulas for the electric and magnetic fields, for z > 0,

=VX(zZXE.G) (19.8.3)

E(r,,z) =2V X J 72X E, (r/,0) G(R) d°r/
- (Smythe)  (19.8.4)

H(r,,z) = %V X (V xj ZXEL(rj,O)G(R)erj)

with G (R)= e /*R/41tR, and R = \/]r, — r/|? + z2. In a similar fashion, we obtain the
Smythe formulas for the alternative representation of Eq. (19.5.10), which can also be
obtained by applying a duality transformation to (19.8.4),

H(r,,z) =2V X j zx H, (r/,0) G(R) d°r/
- (19.8.5)

E(r,,z) = j—"ZV X (V XJ ZX H, (r/,0) G(R)dzrl'>

Perhaps a faster way of deriving Egs. (19.8.4) is as follows. Working in the wavenum-
ber domain and using the constraint, k - E = k,E, + k, - E, = 0, and some vector
identities, we obtain,

kx (2x E. (k.))

kx (zxE, )= kx (z2xE)= (k-E)2— (k-2)E= —Ek, = E(k,)=— b

Recalling that, G (k. ,z) = e /%22 / (2jk,), is the 2-D Fourier transform of the Green’s
function G (r) = e /K / (47r), for z > 0, we can write the propagation filter in the form,

—jkzz

h(k,, z)=e %% = 2jk, - [e

2k, ] =2jk; - G(k.,z) (19.8.6)
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Then, the Fourier transform of the propagated field becomes,

kx (zxE, (k)))

K -2jk, - G (k.,z)

E(k,,z)=E(k,)e/*? = E(k,)-2jk; - G (k. ,z)= —
or,
E(k,,z)= —2jkx (zxE, (ky)) - G(k.,z) (19.8.7)

Eq. (19.8.4) follows immediately from this by taking inverse Fourier transforms of
both sides and replacing —jk by V.

Connection to Franz Formulas

The Smythe formulas can be also derived more directly by using the Franz formulas
(18.10.13) and making use of the extinction theorem as we did in Sec. 19.1 in the dis-
cussion of the Rayleigh-Sommerfeld formula.

Assuming z > 0, and applying (18.10.13) to the closed surface S + S« of Fig. 19.1.1,
and dropping the S term, it follows that the left-hand side of (18.10.13) will be zero
if the point ris not in the right half-space. In particular, it will be zero when evaluated
at the reflected point - = ¥, — Zz in the left half-space. To simplify the notation, we
define the transverse electric and magnetic vector potentials:t

F(r) =2 Jm [zx E, (r/,0)]G(R) d°r/
o (19.8.8)
A(P) =2J [zx H, (r/,0)]G(R) d°F/

where we took S to be the xy plane with the unit vector fi = Z, and G (R) = e /R /47TR,
and R = +/|r, — r/|? + z2. Then, the Franz formulas, Egs. (18.10.13) and (18.10.14), can
be written as follows, after setting wu = kn and we = k/n,

E(r) = 2kV><(V><A)+ V><F

1 (19.8.9)
H(r) = 7—V><(V><F)+ V><A

2 jkn

Noting that F, A are transverse and using some vector identities and the decompo-
sition V = V| + Z 0,, we may rewrite the above in a form that explicitly separates the
transverse and longitudinal parts, so that if ris in the right half-space:

E(r) = 5%[VL(VL - A)-V2A] + %ix 8ZF+ 7—[za (V. -A]+ %VL x F
transyvcrse longitudinal
H(r) = 1_—1[v (V. -PH-V%F] + 1z>< azA+f—[za (V. -F]+ lVL X A
2 jkn 2 2 jkn 2
tran;;/erse longiglrldinal

(19.8.10)

TIn the notation of Eq. (18.10.12), we have F = —2A;;5/€ and A = 2Ag/ .
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where we used the identity,

VX (VxA)=V(V -A)—V2A=VL(VL -A)—V2A+?82(Vl - A)

~ ~
transverse longitudinal

If ris chosen to be the reflected point r_ in the left half-space, then G_ = G and the
vectors F, A remain the same, but the gradient with respect to r_ isnowV_ =V, -2 0,,
arising from the replacement z — —z. Thus, replacing 0, — —0, in (19.8.10) and setting
the result to zero, we have:

1 1, 1 N 1
0= Ejﬂk[vi(vi LA)-V2A] - 2X 0,F+ Ejik[fzaz(m ‘A + SV XF
trans;erse longitLdinal
1= ) 1 1-1, . 1
ijn [V (V. - FH-V°F] 2z>< 0,A+ 2jkn[ 20,(V,.-P]+ 2vl x A
trans'vcrsc longit‘{ldinal
(19.8.11)
Separating (19.8.11) into its transverse and longitudinal parts, we have:
T<[V (V. -A)-V2A] = 2 x O,F, %jik[zaz(vL-A)]:vap
1 . (19.8.12)
k—[VL(VL-F)—VZF]=2><azA, ﬂ(—n[zaz(vl-F)]:vaA
Using these conditions into Eq. (19.8.10), we obtain the doubling of terms:
E(r) =V, XF+2Xx0,F=VXF
-1 . -1 (19.8.13)
Hr) =-——[V, (V. -F)-V?F+20,(V, “F)]=-+—-VXx(VXF
Jkn Jkn

which are the same as Eqgs. (19.8.4). Alternatively, we may express the diffracted fields
in terms of the values of the magnetic field at the xy surface:

_n
E(r)—jk[

H(r) =V, XA+ 2Zx0,A=VXxA

V.(V.-A)-V2A+20,(V, -A)] = %v X (V x A)
J (19.8.14)

which are the same as (19.8.5).

By applying the operation (k? + V?) to the definitions (19.8.8), and using the Green’s
function property, (k% +V2)G(r—¥)=-6% (r, —r/)5(z—2'), applied at z’ = 0, we
find that F, A satisfy the Helmholtz equations,

V2F+k*F= -2[2Xx E, (r,,0)]5(z)
(19.8.15)
V2A+Kk?A=-2[2xH, (r,,0)]5(z)

According to the field-equivalence principle, the effective surface currents defined
in Eq. (18.10.8) are, J; = Z X H, and Jius = —2 X E,, with the corresponding volume
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currents, J; 6 (z) and J,,,s0 (z). We note that Egs. (19.8.15) are the Helmholtz equations
(18.2.5) satisfied by the effective surface magnetic and electric vector potentials Ag, Ams,
driven by these volume currents as sources, that is,

V2A+K°A=—uJ;6(z)
V2Am + kZAm = 7€Jms5(z)

where as we noted earlier, we have the identifications, F = —2A,5/€ and A = 2A¢/ .

Summary

Because z > 0, both F and A satisfy the homogeneous Helmholtz equation, so that
VX (VXF)=V(V-F)—V2F = V (V- F) +k’F, and similarly for A. Thus, the expressions
for the EM fields, may be summarized as follows, in terms of F,

E=V XF
(19.8.16)
—jknH=V x (VX F)=k*F+V(V, - F)
or, separating transverse and longitudinal parts,
E, =2x0,F
2E, =V, XF
(19.8.17)
—jknH, =k°F+V (V. - F)
—jknzH, =20,(V, - F)
and, writing them component-wise,
Ex = —0,F)
E, = 0,Fx
E, = OxFy — 0yFx
(19.8.18)
—jknHy = k®Fx + 0y (0xFx + 0y Fy)
—jknH, = k*F), + 3y (3xFx + 0yF))
—JjknH;, = 0,(0xFx + 0yF))
where the components Fy, Fy, are given by the definitions (19.8.8),
Fy(r.,z) = 2[ E,(r/,0) G(R) dr!
Fyr,z) = =2 [ B(rL0) GR) dr (19.8.19)

R=\lr.—r/|?+2?
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Another set of useful relationships follows from the transverse part of Faraday’s
law, that is, —jknH, = V,E; XZ+Z X 0;E,, or,Z X 0,E, = —jknHr — V, X (ZE,),
and written in terms of F, after using the identity, V, x (V. x )=V, (V. - F)-V3F,

Z2x 0,E, = —jknH, -V, X (2E;)=k’F+V_ (V. -F)-V_x (V. xF), or,

(k? +V2)F=2x%x0,E, = —jknH, —V E,; X% (19.8.20)

(k* + V2)Fy = —0,E,

. (19.8.21)
(k2 + V2)F, = 0,y

where V2 = 03 + 0;. An analogous set of relationships is obtained in terms of the
magnetic vector potential A by applying a duality transformation to the above, that is,
E—HH—-En—n"'and F— A,

H=V XA
_ , (19.8.22)
JKnT'E=V x (VX A)=k*A+V(V, -A)

or, separating transverse and longitudinal parts,

H =2x0,A

Z2ZH, =V, xA
) (19.8.23)
JknT'E, = kK*’A+V (V. - A)

jkn_l 2E, =20,(V, -A)

and, component-wise,

Hy = -0,A,
3, A
H, = 0xAy — 0, Ax

JKN T Ey = K2Ax + 05 (0xAy + Oy Ay)

Hy =

(19.8.24)

JkNTYEy, = K*Ay + 0y (0xAx + 0y Ay)
jknilEz = az(axAx + ayAy)

with Ay, Ay given by the definitions (19.8.8),

Ax(ri,z) = 2J Hy(r/,0) G(R) d°r!

Ay(r.,z) = —2 j Hy(r!,0) G(R) d2r! (19.8.25)

R=\lr.—r/]?+2°
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and, moreover,

(k> +V2)A=2x0,H, =jkn 'E, -~V H,x2 (19.8.26)

(k2 + V2) A,
(k* +V2)A, = 0,H,

~0,H,

(19.8.27)

with (19.8.26) following from the transverse part of Ampere’s law,
jknT'E, =V, x (ZH,)+2x0,H, = Zx0,H, =jkn~'E, -V, x (zH,)

Equations (19.8.16)-(19.8.27) apply for z > 0. As we discussed in Sec. 19.1, for
arbitrary z 2 0 the fields might be different from the two sides of the z = 0 interface. In
such cases, the definitions (19.8.8) of the electric and magnetic vector potentials must
be modified to allow possibly different limiting values of the transverse fields at z = 0+,

00

F.(r.,z) =2 J [z2x E_(r/,0°)]G(R) d°r/

—0c0

. (19.8.28)
Actr,z) =2 [ [2xHLrL09) |G (R) d*r!
Then, the Smythe formulas become, for z = 0,
E, = +Z X 0,F.
2E,=+V, X F,
(19.8.29)
—Jkr]HL = i[kzFi + VJ_ (VJ_ . Fa_»)]
—jknzH, = +20,(V, - Fy)
and,
H, = +7Z X 0,A:
ZH, = V| X A,
(19.8.30)

JknTlE. = [k*AL + V (V. - AL)]
jkn_liEz =+20,(V,-As)

Let us explore these a bit further. If we assume that E, is continuous across the plane
z = 0 (as would be the case for the scattered fields from planar conducting screens), that
is, E, (r/,—0)= E, (r/,+0), then, F, = F_, and F becomes an even function of z, and
Eq. (19.8.29) reads in this case,

E, = +ZX0,F
2E,=+V  XF
forz=0 (19.8.31)
—jknH, = +[k®F+V (V| - F)]

—jknzH, = +20,(V, - F)
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Since the z-derivative of an even function is odd in z, it follows from Eq. (19.8.31)
that E, (r,, z) will be even in z, whereas E, (¥, z) will be odd, and similarly, H, (r,, z)
will be odd, while H, (r,, z) will be even.

But if H, is odd, then, H, (r/,—0)= —H, (r/, +0), which implies that A_ = —A,,
and A will be an odd function of z. Denoting A, simply by A, we have A, = +A, so that
the + signs cancel out in Eq. (19.8.30), which can then be written as follows,

H =2x0,A
ZH, =V XA
for all z (19.8.32)
jknT'E. = k’A+V (V. - A)

Jknfl ZE, =20,(V,-A)

The derivation of Egs. (19.8.31) and (19.8.32) was based on the assumption that
the E, H fields satisfied the homogeneous Helmholtz equations and the Sommerfeld
radiation condition in both half-spaces, z = 0. But if there are sources of fields in z < 0,
but not in z > 0, then only the z > 0 part of these equations would hold.

The type of fields for which (19.8.31)-(19.8.32) hold for both half-spaces are those
that are generated by sources lying on the z = 0 plane, such as the scattered fields from
planar conducting screens that are generated by the induced currents on the conductors.

The implications of Eq. (19.8.31) and (19.8.32) for apertures in conducting screens
is discussed next.

19.9 Apertures in Conducting Screens

Consider an electromagnetic field E', H' incident from z < 0 onto an infinitely thin per-
fectly conducting planar screen M in which an aperture A has been cut, as shown in
Fig. 19.9.1. The metallic part M and the aperture A make up the whole z = 0 plane.
In practice, a finite thickness and finite conductivity must be assumed for the conduct-
ing screen. However, this idealized version has served as a prototype for this sort of
diffraction problem.

The total fields consist of the incident fields E!, H' plus the scattered fields, say,
ES, H*, generated by the induced surface currents on the conducting part, and radiated
into the two half-spaces, z = 0,

E=E +ES
: (19.9.1)
H=H'+ H*

The fields must satisfy the boundary conditions that the total tangential electric field

and total normal magnetic field be zero on the metallic part M, that is,

=2x (E'+E)=0

ZXE
2-H=2-(H +H%)=0

on M (19.9.2)

In addition, for the particular planar geometry under consideration, the scattered
fields satisfy the following symmetry properties with respect to the z = 0 plane,



19.9. Apertures in Conducting Screens 873

Vi
Ei aperture A
)/' -
H' conducting
incident fields screen M

i alV

Fig. 19.9.1 Aperture in planar conducting screen.

E3, Ey, H are eveninz
(19.9.3)

Hy, Hj, E; are odd in z

Such conditions have been used invariably in all treatments of diffraction and scat-
tering from such ideal planar conducting screens. They can be justified [41] by noting
that the induced surface currents, causing the scattered fields, are constrained to flow
on the infinitely thin conducting plane at z = 0 and have no z-component which would
break the symmetry. The surface currents are free to radiate equally on both sides of
the screen. See Ref. [1310] for a recent review of these symmetry properties.

The oddness of HY, Ej together with their continuity across the aperture A implies
that they must vanish on A. On the other hand, they must be discontinuous on the
metallic part M. Thus, we have,

ZXH*=0

5 E —0 on A (19.9.4)

These imply that, on the aperture A, the corresponding components of the total field
must remain equal to those of the incident fields, that is,

Il
N>

2XH=2xH'
~ on A (19.9.5)
z-E .

Ei

Il
N>

Because the scattered fields ES, H® satisfy the homogeneous Helmholtz equations
on both sides z 2 0 and the symmetry properties (19.9.3), it follows that Egs. (19.8.31)
and (19.8.32) will be applicable, that is, we have for z = 0,

ES =+V X F* H =V x A’
- (19.9.6)
—JknH

+[KPFS +V(V, - F%)] || jkn 'E® = kA% + V(V, - A%)
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where,

o0

FS(r.,z) =2 J [2x ES (r/,0)]G(R) d*r/

o R=Allr.—ri2+22 (1997

AS(r,,z) =2 Jm [2x HS (r/,0")]G(R) d*r/

The left set is usually more convenient for dealing with small apertures in large
screens, whereas the right set is more convenient for scattering from small planar con-
ducting screens. Let us work with the left set first. Because E{ = E, — E i, we may split
F* into the sum,

FS=2 J [zx (E. —ED)]G(R) d°r/ =F—F'

00

F(r,,z) =2 I [2x E, (r/,0)]G(R) d*r/ (19.9.8)

—00

Fi(r.,z) =2 J [zx EL(r/,0)]G(R) d*r/
The integrations in (19.9.8) are over the entire A+M plane at z = 0. However, the
boundary conditions (19.9.2) require that Z X E;, = 0 on the conducting surface M,
therefore, we may restrict the integration for the F-term to be over the aperture A only,

F(r.,z)="2 J [2x EL(r/,0)]G(R) d*r/ (19.9.9)
A

Replacing F® = F — F' in Eq. (19.9.6) we obtain,
E-E =E=+VXx(F-F) = E=E'xVxF +VXxF, or

E=E'FE' +VXF, forzz0 (19.9.10)

where we defined E" = V x F' for all z = 0. For z > 0, E" is equal to the incident field,
E" = E'. Indeed, because we assumed that the sources generating the incident fields
E' H' are in the left half-space z < 0 and that there are no such sources in z > 0, it
follows that E’ would also satisfy (19.8.31), that is, E! = V x F', but only for z > 0.

For z < 0, the field E" is the field that would be reflected from the conducting screen
if that screen filled the entire z = 0 plane, as is depicted in Fig. 19.9.2.

This is most clearly seen by using the plane-wave spectrum representation for E'.
The convolutional equation (19.9.8) defining F' can be written in the wavenumber do-
main in the following form, for all z,

Fi(r,,z) = ZJ [2x El (r/,0)]G(R) d?r/
eJkzzl g2k

o [T raxFi ke
ZLO[ZXEL(’”)]Q 2jk, (2m)2
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Fig. 19.9.2 Plane-wave components of incident and reflected waves.

where we used the Weyl representation for G (R) given by Eq. (D.9) of Appendix D, which
is valid for all z = 0. Replacing |z| = +z when z 2 0, we obtain the plane-wave spectrum
representation of the field E" = V x Fi,

00 tekzZ d? k.

E'(r,,z) = (VL+252)XJ’7 [QXE:i(kL)]e’jkL-n ik (21)2

- Jw (k, +2k,)x[2x EL (k,)] gtk ik APk
— K (211)2
where the gradient, (V + 70,), was replaced by, —j(k, + zk,), when brought inside

the integral. Using, k, - E! + k,EL = 0, and some vector identities, we obtain the 2-D
Fourier transform of E" (r,,2),

(ko = 2k,)x[2 X E! (k)]
k

E'(k,)= = +El +2F1

which shows that E" = —E! + 2 EL, if z < 0, which is the reflected field, and E" = E' if
z > 0. The reflected wavenumber k" = k, —Zk; is depicted in Fig. 19.9.2. In conclusion,
the total field of Eq. (19.9.10) is given by E= E! — E' + V x F= V X F, if z > 0, and by
E=E'+E" -V XF,ifz <0,

(19.9.11)

E'+E' -V xXF, forz<0

{VXF, for z>0

Defining the reflected magnetic field through, —jknH" = V X E" = V x (V x F'), we
again note that H" = H'if z > 0. Thus, from (19.9.6) we find the total magnetic field,

_%[kzF"’_v(VL'F)]; for z> 0
H= JH (19.9.12)

Hf+Hf+ﬂ%n[k2F+V(vi-F)], for z <0
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The calculation of F from Eq. (19.9.9) requires knowledge of the transverse electric
field components, E, (r/,0), on the aperture A, that is, for ¥/ € A. These can be
obtained, in principle, by enforcing the conditions (19.9.5). From Egs. (19.9.11) and
(19.9.12), we have —jknH, = k°F+ V ,(V, -F) and E, = 2-V, X Ffor z > 0.
Restricting these on A, and applying the conditions H, = Hi and E; = E;, we obtain
the following integral equations for the unknowns E, (¥/,0),

K’F° +V (V. -F° = —jknH!
) on A (19.9.13)
2-V, xF°=E]

where F° denotes the restriction of F on A, that is, with Ry = |r, — r/|, and ¥, € A,

FO(r.)=2 L[ZXEL(rL',O)]G(RO)der’ (19.9.14)

Egs. (19.9.13) read component-wise,

K2FQ + 05 (OxFY + 0,FY) = —jknH,,
K*Fy + 0y (0xFY + 0yF)) = —jknHj, | on A (19.9.15)

OxF) — 0yF) = E},

An alternative set of integral equations is obtained from Eq. (19.8.20) by noting that
on A, we have, 2 x 0,E, = —jknH, —V_,E, x 2 = —jknH. — V | EL x 2 = 2 x 0,EL.
Thus, Egs. (19.9.13) can be replaced by,

(k* +V2)F° =2 x 0,EL
) on A (19.9.16)
2-V, xF°=EL

In principle, Egs. (19.9.9)-(19.9.16) provide a complete solution to the diffraction
problem by an aperture, with all the boundary conditions properly taken into account.

By comparison, the Kirchhoff approximation consists of making the following ap-
proximation in the calculation of F in (19.9.9),

2xE=2XE", onA

19.9.17
ZXE=0, on M (19.9.17)

This amounts to replacing F by F' in (19.9.11) and (19.9.12) and, moreover, F! is
approximated by restricting its integration only to the aperture A. Thus, we have with

R=+/|r. —r/|2+ 2% and z > 0,

Fl=2 J [zx EL(r/,0)]G(R) d°r/
A
E=V x Fi (Kirchhoff approximation) (19.9.18)

—jknH = k*F' + V(V, - F')
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The purpose of the integral equations (19.9.13) was to determine the correct bound-
ary values of the transverse electric field, Z X E, in the aperture A. The alternative pro-
cedure based on the magnetic potential A* in Eq. (19.9.6) determines instead the correct
values of the scattered transverse magnetic field, Z X H®, on the conducting surface M.
Because Z X H® = 0 on the aperture A, the integral in the defining equation (19.9.7) for
AS can be restricted to be over the conductor M only, that is, with R = +/|r, — /|2 + 22,

AS(r.,z)=2 I [2x HS (r/,0")]G(R) d*r/ (19.9.19)
M
The total fields are obtained from Eq. (19.9.6), for all z = 0,
H=H'+H*=H +V x A
. Cn (19.9.20)
E=E +E =FE +j—k[k2AS +V(V,-AY]
The boundary conditions (19.9.2) on the conductor M can be restated as,
ZXES=-2xE ES = —E!
) = : on M (19.9.21)
Z-H*=-2-H' Hj = -H.

Restricting Egs. (19.9.20) to the conductor surface M and using (19.9.21), we obtain
the following integral equations for the unknowns z x H; on M,

K2A® +V, (V. - A%) = —jkn 'E!
on M (19.9.22)

2-V, xA’=-H|

where A denotes the restriction of AS on M, that is, with Ry = |r, — r/|, and r, € M,

A%(r)=2 J [z x H (r/,07)]G(Ro) d*r/ (19.9.23)
M
Component-wise, Egs. (19.9.22) are,
K2AQ + 0x (0xAY + 0yA)) = —jkn 'Ey
K2AD + 0y (0xAY + 0yA)) = —jkn'E}, | on M (19.9.24)

0xA) — 0yAY = —H,

An equivalent system of integral equations may be obtained by combining (19.9.22)
with Maxwell’s equations for E' on M, that is,

k’A° +V (V, -A%) = —jkn~'El = ~2x 0,H. —V  x (zH})

=-2x0,H +V, x (V, xA")=-2x0,H +V, (V, -A")-V2A°

878

which leads to,
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(k*? +V2)A0 =

72-V, xA% =

—2 % 0,H!
on M

—Hé

(19.9.25)

Egs. (19.9.19)-(19.9.25) provide an alternative procedure for solving the diffraction
problem. Because it involves integral equations over the metal surface M, the procedure
is convenient for dealing with scattering from small flat conducting objects over which
the integrations are more manageable. By contrast, the procedure based on Egs. (19.9.9)-
(19.9.16) involves integral equations over the aperture A, and therefore, it is more ap-
propriate for small apertures.

In the next two sections, we discuss two examples illustrating the above procedures.
In Sec. 19.10, we revisit Sommerfeld’s exact solution of the half-plane problem and derive
it using the formalism of Egs. (19.9.19)-(19.9.25). In Sec. 19.11, we discuss the Rayleigh-
Bethe-Bouwkamp approximate solution of diffraction by small holes using the formalism
of Egs. (19.9.9)-(19.9.16).

With the exception of the Sommerfeld half-space problem and some of its relatives,
the integral equations (19.9.13) or (19.9.22) can only be solved numerically. An incom-
plete set references on the original formulation of such integral equations, on their
numerical solution, including Wiener-Hopf factorization methods, and on some appli-
cations is [1312-1372].

19.10 Sommerfeld’s Half-Plane Problem Revisited
The Sommerfeld half-plane problem was discussed in Sec. 18.15. Here, we reconsider
it by solving the integral equations (19.9.22) exactly using the plane-wave spectrum

representation and Wiener-Hopf factorization methods.

Eincident plane wave

B reflection region (4AOB)
V\\\

transmission region (BOC)

conducting plane M

P shadow region (40C)
c

field point P & .
Fig. 19.10.1 Plane wave incident on conducting half-plane.
We discuss only the TE case, and to facilitate the comparison with Sec. 18.15, we
make only minor changes in notation, interchanging y and z. The geometry is depicted

in Fig. 19.10.1, where the conducting half-plane occupies the right-half (x > 0) of the xy
plane.
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A TE plane wave is incident from z > 0 onto the conducting plane at an angle « with
respect to the x-axis, and we will assume that 0 < « < 90°,

E' =Y E} (x,2)= ¥ Eoexp (jkix + jk,z)
knH' = (%Ki — zki) Egexp (jkix + jkiz) (19.10.1)
ki = kcosx, ki =ksinx

Introducing polar coordinates, X = p cos 8,z = psin 8, as shown in Fig. 19.10.1, the
Sommerfeld solution from Sec. 18.15 is given by,

Ey = —Eq [e*?<030r D (v,) —e/k0 <030 D (vy) | (19.10.2)

0i=0-«, v,-=1l4k—pcos&
T 2
0, =0+ «, Vr:J@COS&
s 2

and D (v) is the Fresnel diffraction coefficient, given in terms of the Fresnel integral
F (v) of Appendix F,

where

(19.10.3)

_ i 1;1 :| _ i JV —jmtu?/2
D(v)= 1—j[ 5 + Fv) | = = _we du (19.10.4)

The magnetic field is determined in terms of E) from, jknH = -V X E,

OF OF 1 OE

iknHy = —2 =sin0 —2 + -2

JKNIy 3z sin 2p CcoS p 20
SF SF OF (19.10.5)

i _ 9%y _ Oky gl Ok

jknH, = ax cos 0 op sin » 20

Using (19.10.2), we find,
nHy = Eg sin [ejkpcos"’ D (v,) +elkpcos0i D(v,-)] + EoF (p)cos g sin%

(19.10.6)

; . . . 0
nH, = Ey cos & [efk"c“ Or D (v,) —elkpcosOip (v,—)] + EoF (p)sin 5 sin %

F(p)= \/Trzkpe*jkp’jg (19.10.7)

The corresponding scattered fields are, E = E — E', H* = H — H'. Noting that
kix + k,z = kp cos 0, and using the identity, D(-v)= 1 — D (v), we find,

E = —E [ej""“’“”D(vr)+€jk”“’sei D(*"”]

NH;, = Egsin o [0 <050r D (v,) ~e/k0 0301 p () | +E<)F(p)cosg sin% (19.10.8)

o . 0
nHS = Eqcos & [eﬂ‘p“’se’ D (v;) +elkpcosOi D(—vi)] + EgF (p)sin - sin %
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We may verify explicitly the symmetry properties (19.9.3) and boundary conditions
(19.9.21). The replacement z — —z amounts to the following substitutions,

0 0 0 e
0—-2mT-0, cosE—>—cos§, smE—»st
0;,—2m—-0,, Vi — =V, cos0; — cos 0, (19.10.9)
0, — 2 — 0, vy — —Vj, cos 0, — cos 0;

It follows then by inspection of Egs. (19.10.8) that ES, Hj are even in z, and H§ is
odd. Similarly, we can verify that on the conducting surface, & = 0 or 6 = 21T, we have
Ej = —Ei, and H§ = —H.. We note also that Hj vanishes on the aperture, that is, at
z=0andx <0, or, 0 = 1.

Next, we carry out the procedure based on the integral equations (19.9.22). We
assume that there is no dependence on the y coordinate and that the only non-zero
field components are Ey, Hy, H,. It follows that,

ZXH} =z2xX Hy =yHy

and therefore, the vector potential A®(x,z) defined in (19.9.19) will have only a y-
component, say, Af, (x,z), given by,

AY(x,z)=2 J: H(x',0)G(R)dx'dy’, R= \/(x—x’)2+(y—y’)2+z2

where the integration is only over the metal part, x > 0, and H§ (x’, 0) denotes the value
of the scattered field H (x’, z") on the transmitted side, z’ = 0~.
Integrating out the y dependence using Eq. (19.4.1), we may rewrite A)S, in terms of

the 2-D Green’s function, G (x, z) = 7‘41 H(()2> (kv/x2 + z2),

AJ(x,z) =2 J H{(X',0)G2 (x — x',z) dX’

. (19.10.10)
Ay (x,0) =2 I H$ (X',0)G2(x — x',0) dX’

0

The integral equation (19.9.22) has only a y-component, and because there is no
y-dependence (i.e., all y-derivatives are zero), it reads simply,

k*Ay (x,0)= —jkn~'E}(x,0), for x>0

which can be rearranged as, jknAj (x,0)= E; (x,0), and more explicitly,

2jl<nj Hi (X',0)G2(x —x',0)dx" = Ey eMX | for x> 0 (19.10.11)
0

Because of the restriction, x > 0, this is an convolutional integral equation of the
Wiener-Hopf type and cannot be solved by simply taking Fourier transforms of both
sides—it can be solved by spectral factorization methods.
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The second of Egs. (19.9.22) is automatically satisfied by virtue of Maxwell’s equa-
tions for E/, H'. We have, OxEL (x,0) = jKLE!, (x,0) = —jkn H} (x,0), which implies that,
0xA3j (x,0)= —H} (x,0), as required by (19.9.22).

Once the Hf (x,0) is found, it determines Aj (x, z) for all z. Then, the scattered and
total electric fields can be found for all X, z from (19.9.20), remembering that 0, = 0,

E}(x,2) = —jknA} (x,2) (19.10.12)
Ey(x,2) = EL,(x,2) +E$ (X, 2) = Eg /K2 — jkn A (x, 2) -

The integral equation condition (19.10.11) is equivalent to the vanishing of the tan-
gential E-field on the conducting surface, that is, E) (x, 0) is a left-sided function, satis-
fying, Ey (x,0) = 0, for x = 0.

The function H$ (x’,0) is right-sided because it must vanish on the aperture side,
X" < 0. Thus, the integration in (19.10.10) can be extended to the entire real-axis, and
we may use the plane-wave spectrum representation (19.4.3) of G, to write A§, as a
Fourier integral, involving the as yet unknown Fourier transform H S (kx) of HS (X',0),

h , / / © Hy(kx) ik x—jk, |z Kx
s _ s _ — X Jkxx—jkz|z|
A (x,2) ZLW Hy(X',0)0G2(x —X',z)dx" =2 . 2k, e o
R Kex—i dk
- —Jkxx—jk;
A (x,2) = Lo A3 (ky) eTeolelzl 228
R k.x dk
A3 (x,0) = J A3 (ky) e 1ox 22 (19.10.13)
i H (ky)
S . X
Aj (ky) = K,

Setting z = 0 in (19.10.12) and taking Fourier transforms of both sides, and using
(19.10.13), we have, _
Ey(x,0) = E},(x,0)—jknAj (x,0)
. N S (k (19.10.14)
Ey (kx) = E;/ (kx) *kn %

z

The Fourier transform of the input plane wave is,
E} (k) = j Eq e/* e/MX dx = 211Eg 6 (ky + k) (19.10.15)

Our objective is to solve (19.10.14) for HS (ky). So far we know that Ey, (x,0) is a
left-sided function, but its Fourier transform Ey (kx) is unknown, and we also know that
H S (kx) is the Fourier transform of a right-sided function. This information is enough
to solve (19.10.14).

Before delving into the solution, let us consider the analyticity properties of the
Fourier transforms of right-sided and left-sided functions. Given a right-sided function
f (x), that is, one that has support only for x > 0 and vanishes for all x < 0, its Fourier
transform and its inverse will be denoted by,

F, (ky)= JO fx)eM¥dx = fx)= J Fo (ky)e ke % (19.10.16)
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Let us assume that f (x) decays exponentially like e ¢* for large positive x. Then,
it is straightforward to see that F, (ky) can be analytically continued in the complex
ky-plane to the region, Im (ky) > —€. We will refer to this as the upper-half plane (UHP).
We have for large x > 0,

f(x)ejkxx - e—exej[Re(kX)+jIm(kx)]x _ ejRe(kx)x e—[Im(kx)Jre]x

which converges to zero if Im(ky) > —¢, rendering the integral F; (ky) convergent. Con-
versely, the analyticity of F (ky) implies that f (x) will be a right-sided function, so that,
f(x)= 0 for x < 0. To see this, take x < 0 and replace the real-axis integration contour
by a closed contour C consisting of the real axis and an infinite upper semi-circle,

—Jjkxx & -
21T

—Jkxx &
21T

Foo= [ Fokoe P ke

Since F, (ky) is analytic in the upper-half plane, the above contour integral will be
zero. The contribution of the infinite semi-circle is zero for x < 0. Indeed, let ky, = Re/?
be a point on that upper circle, so that 0 < < T, then, since sin8 > 0 and x < 0,

e—jkxx — e—j(RC()s[i+szinﬁ)x — e—ijcosﬁe—R\x\sin[i -0, as R— o
Similarly, a left-sided function f (x), i.e., one that vanishes for x > 0 and converges

exponentially to zero like e €X! for x < 0, will have a Fourier transform that is regular
in the lower-half plane (LHP), Im (ky) < €,

0 0
F,(kx):j_ fx)ek*dx = f(x):J_ F,(kx)e‘jkxx% (19.10.17)

More generally, the Fourier transform of a double-sided function that decays ex-
ponentially like e~€/¥!| can be split into the sum of its right-sided/UHP part and its
left-sided/LHP part,

00 00 0
F(ky) = L f(x)el®Xdx = L f(x)ejkxxdx-t-ﬁ f(x)eXdx = F, (ky)+F_ (kx)

~ ~
upper lower

(19.10.18)
where F (ky) will now be analytic in the strip, —€ < Im(ky) < €. The integration contour
of the inverse Fourier transform can be taken to be any line parallel to the real-axis as
long as it lies in that strip, for example, with, —€ < a < €, we have,

+eotja ik dkx
f(x)= J F(ky) e~k 22X (19.10.19)
—oco+ja 21T

The assumed exponential decay may be justified on physical grounds by allowing
a small amount of loss in the propagation medium, which effectively means that the
wavenumber k will acquire a small negative imaginary part, that is, replacing, k — k — je.

The wavenumber k, = 1/k? — k3 is defined in terms of the evanescent square-root
for real-valued ky. But for complex ky, it must be defined by the square root branch such

that k, = k when ky = 0. When a small loss is introduced, we have, k, = +/ (k — je)2—k3.
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The factors in k; have the following upper/lower half-plane analyticity properties and
provide an example of spectral factorization,

Ky = (k — je) 2=k =k — je + ky -k - je — Ky (19.10.20)

lower-half plane  upper-half plane

We now turn to the solution of (19.10.14). Since H3 (x,0) is right-sided its Fourier
transform, ﬁi (kx) will be analytic in the upper-half plane, and since Ey (x,0) is left-
sided, its Fourier transform, Ey(kx), will be analytic in the lower-half plane. Thus,
assuming for a moment a more general incident field, the various terms in (19.10.14)
will have the following analyticity properties,

- ai HS (ky)
Ey (kx) = Ej}, (kx) —kn Tk (19.10.21)
——

lower strip —(_snjp

Replacing k; by the factorization (19.10.20), k, = vk — kx +/k + ky, and multiplying
both sides by the LHP factor 1/k + ky, we have,

A ~i H (kx)
Jk+ ke By (k) = K-+ ko B (ke) —kn o
lower strip Y
upper

Splitting the term, vk + Ky EA; (kx) into its UHP and LHP parts as in (19.10.18), and
moving the LHP part to the left side, we obtain,

vk — ky
~ ~ [ —
lower upper upper

VK + kx Ey (kx) —[ k + Ky E;(kx)] [ k + ky E! (kx)] —kn 1 k) (19.10.22)
—_— ) .

lower

This difference is simultaneously analytic in the upper and lower half planes, that
is, in the entire complex plane, and one may argue that it must be identically zero. See
[1316,1367] for a more precise justification, and [1371] for a more physical explanation
based on the edge behavior of the fields as x — 0 at z = 0. Thus, we obtain,

H (ky)
k — kx

VK + ky Ey(kx)—[ k + kx E";(kx)]i =0

The solution for Hﬁ (ky), is then,

kn HS (ky) = Ak — ky [x/k+kx E (kx) ] (19.10.23)

The solution for E"y (ky) is given by (19.10.21) with the found H (ky). If we were to ig-

kn

- [k By | =0

nore the right-sidedness instruction [ ], the solution would be, kn I:I,ﬁ (kx) =k — kx Kk + ky ]:A"i, (kx)=
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| & E;', (kx), and would correspond to the solution of the integral equation (19.10.11) if
that were valid for all x, not just x > 0.
For the particular incident plane wave case, we have,

k + kx EL (k) = 20 Eg \[k + kx & (kx + k&) = 271 Eg\Jk — k& 8 (ky + kL)

where we replaced ky = 7k§( inside the square root as forced by the delta function.
Inverting this Fourier transform and resumming its right-sided part, we obtain,

N Eo\k — K
[ k + kx E’y(kx] = Egvk - kxj ol (K tkOX gy 5 (19.10.24)

ik + Kb

In performing this integral, we replaced, k — k — je, so that ki = kcos « also
acquires a small imaginary part, being replaced by (k —j€) cos &« = k cos & — je, where,
€x = €cos . Here, €4 > 0, since we assumed 0 < « < 11/2. It follows that with x > 0,
the exponential in (19.10.24) will converge to zero for, Im(ky) > €y,

ei(kx+k§<)x — ej[Re(kX)+kcoso<]xe—[lm(kx)—ea]x -0,

as X — o
Inserting (19.10.24) into (19.10.23), we find,
Eok — kik —k
kn B8 (ky) = ——> X X1 for Im(ke)> €n (19.10.25)
C Jket K

Recalling (19.10.13) and dividing by jk, this also gives the Fourier transform, A; (ky),
of the vector potential A} (x,0). Because 1/k; is analytic in the strip, —€ < Im(ky) < €,
the resulting Fourier transform will be analytic in the intersection of the two regions
—€ <Im(ky) < € and Im (ky) > €4, thatis, €5 < Im(ky) < €,

X As(k)_knﬁi(kx) _ knHA3(ky)  Eoyk-Kkk
Ty = i, T ik —kek + K VKt Ky (ky + kL)

Thus, the Fourier transform of the scattered field E; (x,0) will be,

Es(k)——'k AS(k)_EU— M
y )= SR RO = 5 e ke (K + K

for €4 <Im(ky)<e€ (19.10.26)

From the plane-wave spectrum representation, the Fourier transform of E)S,(x,z)
will be, E5, (k) e /k2IzI. Therefore, ES (x,z) will be given by the corresponding inverse
Fourier transform, whose integration contour can be any horizontal line that lies in the
analyticity strip, € < Im(ky) < €,

Eo~Jk — ki o
Ej (x,z)= L I SONRERX pdkaxakalzl g (19.10.27)
210 JCa \Jk + ky (ky + KL)
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where C, is the horizontal line running from (—oco+ja) to (+ o +ja), where €y < a < €,
as depicted by the red line in Fig. 19.10.2. It follows that total electric field will be,
Ey(x,z)=E|,(x,2)+E (x,2), or,

I 1 Eo~Jk — ki .
Ey(x,2) = Eqe/kxtikiz o omj J 0 T ekeiklzl gk | (19.10.28)
Ca

vk + ky (kx + kL)

We note that C, runs below the branch point at ky = —k + je, and above the pole
at ky = —ki + jey, and above the branch point at ky = k — je. In the limit € — 0%,
the contour becomes the horizontal ky axis, but dented as shown in the bottom half of
Fig. 19.10.2.

Im[k,] 4
—k+je
. J
Cq —Jja I — B
(24 b -
& o k Retki]
k—je
cut

Re[k,]

Fig. 19.10.2 Integration contour C, on ky-plane, and its limit as € — 0*.

Egs. (19.10.27) and (19.10.28) provide an exact solution to the Sommerfeld half-
plane problem. We discuss next how this solution can be transformed into the form of
Eq. (19.10.2) or (19.10.8).

As shown in Fig. 19.10.3, the observation angle 6 traces three possible regions: re-
flection, transmission, and shadow. For each value of 0, the contour C, will be deformed
into the following contour on the ky-plane, defined parametrically for, —co < t < oo,

kx = kcos(0 + jt)= kcos O cosht — jksin 0 sinht ‘ (19.10.29)

This represents a hyperbola on the ky-plane because as follows from (19.10.29),

(Fedel) - (fmke)) s
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Fig. 19.10.3 Reflection (AB), transmission (BC), and shadow (CA) regions.

Imlky] A

Im[kyx] 4

Fig. 19.10.4 Transformed contours for the cases, |0 — 17| > « (top), and, |0 — 17| < « (bottom).

The asymptotes of the hyperbola are the two straight lines with slopes + tan 0, as
determined by the limits,

Im (ky)
Re (kx)

=tan 0 tanht — +tan@, ast— *o

The apex of the hyperbola is at the point, ky = kcos 0, corresponding to t = 0.
Depending on the sign of cos 6, the hyperbola actually has two branches denoted by C .
and depicted in Fig. 19.10.4, corresponding to the two cases, cos 6 = 0, or, equivalently
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to the two angle ranges (FAD) and (DEF) of Fig. 19.10.3,

31T T
> gesz and > <0< >

In particular, we note that over the shadow region, m — @ < 6 < 1 + «, the value
of cos 0 is negative but has magnitude, | cos 0 | > cos «, and therefore, the apex of the
C_ hyperbola lies to the left of the pole at ky = —ki, whereas for the other values of 0
in the (DEF) range, it lies to the right of the pole.

To transform the integral (19.10.27), we form a closed contour consisting of the C,
axis, one of the hyperbolic contours C., and upper and lower arcs at infinite radial
distances. The contribution of such arcs can be argued to be zero provided one closes
C. as shown in Fig. 19.10.5, and C_ as in Fig. 19.10.6.

C+
‘ upper arc
o Relky]

Iml[kyx] A

lower arc

T
Fig. 19.10.5 Right contour C. for the cases, £y <|0—-m|l<m.

upper arc

" "
0 k Re[ky] i Re[ky]

lower arc

Fig. 19.10.6 Left contour C_ for, x < |0 — 1| < g (left), and, |6 — 17| < « (right).

The integral (19.10.27) can then be calculated as,

1 1 1
B = omj J " emj jc omj J =R+ (19.10.30)
Y 27TJ Ca 27TJ Ca+C++arcs Z'ITJ C.

where I represents the integral over C. (it is the same for either branch),

k — K&

2"JJ+«/k+kx (kx + kL)

e Tkexikzlzl g (19.10.31)
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and R represents the contribution of the closed contour, that is, —R is the residue of
the pole at ky = —ki, if the pole is enclosed?, while R is zero if the pole is not enclosed.
That residue, if it is non-zero, is calculated very simply as,

i
R o k=K o Tkax—jk; 2]

vk + kx —

Let us introduce the simplified notation, for the incident and reflected fields,

= E, e/kix-iki |zl (19.10.32)

El = Eo ejkiXJrjkéz =K, pJkpcos 0;

) ) (19.10.33)
E' = Eo ejk;xfjk‘zz =K, ejkpcos 0,
In this notation, R takes on the following values in the three angle ranges,
E", reflection, 0<0 <1 -«
R =40, transmission, M- <0 <717+ & (19.10.34)
El, shadow, W+ =<0 <2m
Moreover, Ef, of (19.10.8) can be expressed more simply as,
E)S, - _ I:EVD(VY)+EiD(_vi)] (19.10.35)

In the evaluation of the contour integral I, we must decide how to define k, in the
exponential. Since, k2 = k> — k3 and ky = k cos(0 + jt), we have, k, = =ksin(0 + jt).
The proper sign of the square root must be decided by analytic continuation so that
k; = k when ky = 0. When z > 0, or, 0 < 0 < 11, we must choose k, = ksin(0 + jt),
because ky vanishes when @ = 1/2 and t = 0. On the other hand, when z < 0, or,
™ < 0 < 21, we must choose k, = —ksin(6 + jt), because now ky vanishes when
0 = 317/2 and t = 0. In summary, we must choose, k, = sign(z) -k sin(6 + jt). Then,
regardless of the sign of z, the exponent becomes,

kxX + kz|z| = kcos(0 + jt) pcos O + ksin(0 + jt) psin@ = kp cosht

where we replaced, sign(z)-|z| = z, and used cylindrical coordinates for x,z. The
various factors in the integrand of I can be replaced now by,

dky = —jksin(0 + jt) dt = —2jksin(9 ;Jt) cos (9 ;Jt) dt

e—jkxx—jkz\z\ _ e—jkpcosht

\/k—ki=\/ﬁsin%

\/k+l<x :\/k+kcos(9 + jt) :Jﬂcos(%)

ky + ki = k[cosh(@ + jt)+ cos «]

Tminus sign because the contour runs clockwise
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The integral I in (19.10.31) is transformed then into,
0+ jt

Ey J“ 2 2 ) —jkpcosht
I=— JRpeosht gy 19.10.36
T J_c cosh(0 + jt)+ cos x ¢ ( )

X
sin — sin

Using some trigonometric identities, and the definitions 6; = 0 — «x and 0, = 0 + «,
we rewrite I as,

<9i+jt) <9r+jt)
« COS — COS
I = E J 2 2 efjkpcoshtdt
477 ) o (9,-+jt> (9r+jt
cos + COS
2 2
— E Jw [ 1 _ 1 ]e—jkpcoshldt
41 ) o <9r+jt> (9i+jt>
cos T Cos T

_ ko J 0 [ 1 N 1 1 1
4 Jo L o (M) cos (M) o5 (M) cos (M)
2 2 2 2
where in the last equation we split the integration range into —oo < t < 0and 0 < t < oo.
Recombining the terms and using some more trigonometric identities, we may cast I in
the form,

0, t i
E, (~| cos—-cosh_  cos-* cosh )
=22 I . 2 _ 2 2 | grikpcosht gy (19.10.37)
m Jo | cosO, +cosht cosO;+ cosht

Using the integral of Eq. (F.25) of Appendix F, we may express I in terms of the
Fresnel diffraction coefficient D (v),

I = Eysign(v,)e*PcosOrp(—|y,|) — Eqsign(v;) e*P 080D (~|y;])
where v, v; were defined in Eq. (19.10.3). Thus, we finally have for E‘)‘,,
Ej,=-R+I1=-R+ sign (V) E"D (—|v,|) — sign(v;) E'D (—|v;]) (19.10.38)

We can now verify that Ef, agrees with the Sommerfeld expression, (19.10.35). Indeed,
over the reflection region, we have v; > 0, v, > 0, and R = E", so that,

Ej = —E" + E"D(~v,)~E'D(-vi) = — [E'D(v,) +E'D (-v;) |
where we used D(v,)= 1 — D(—Vv,). Over the transmission region, we have R = 0,
vi > 0, vy <0, so that,
Ej = —E"D(v;)—E'D(~vi) = — [E'D(v/) +E'D (-}) |
where we replaced, —|Vv,| = v,. Finally, in the shadow region, we have R = E!, v; < 0,

v, < 0, and we obtain, replacing, 1 — D (v;)= D(-v;),

Ej = —E' = E'D(v/)+E'D(vi) = = [E'D(v/) +E'D (-v}) |

] e—jkpcosht dt
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Finally, we discuss dropping the contributions of the infinite arcs. Along such arcs,
we set ky = Re/P with large radius R. The limits of § are determine by the asymptotes
of the hyperbolae, which lie at angles +6 or 17 + 6 with respect to the ky-axis.

Then, one must show that the exponential exp (—jkyX — jk,|z|) will converge to
zero in the limit R — oo. This will be guaranteed if the exponent, —j (kxX + k,|z|), has
negative real part along each arc. To verify this, we must consider six different cases
corresponding to the angle ranges AD, DB, BE, EC, CF, FA shown in Fig. 19.10.3.

For large ky, the wavenumber k, = 1/k2 — k3 can be approximated by k, = Fjky,
where we must choose k, = —jkx for the upper-half plane arcs, and k, = jkx for the
lower-half plane ones. Below we summarize all possible cases. In each case, the limits
on f3, 0 imply that the required real part will be negative.

1. ADrange: 0 < 0 < g 7> 0, using C,, Fig. 19.10.5.

upper arc: ky =Re/f, 0<B <0, k,=—jk«
Re[—j(kxx + kz|z|)] = Rp sin(B — 0)< 0

lower arc: ky=Re/f, m=<pB<2m-0, k,=jky
Re[—j(kxx + kz|z])] = Rp sin(B+0)< 0

2. DB range: <0 <m-« z=>0, using C_, Fig. 19.10.6 right.

ME

upper arc: ky=Re/F, 0<B <0, k,=—jky
Re[—j(kxx + kz|z|])] = Rp sin(B— 0)< 0

lower arc:  ky=Re/f, m<B<2m-0, k,=jky
Re[—j(kxx + kz|z|)] = Rp sin(B + 0)< 0
3. BErange: m—x <60 <1, z>0, using C_, Fig. 19.10.6 left.
upper arc: ky=Re/f, 0<B<@, k,=—jk«
Re[—j(kxx + kz|z|)] = Rp sin(B— 0)< 0
lower arc: ky=Re/f, m=<pB<2m-0, k,=jky
Re[—j(kxx +k|z|)] =Rp sin(f +0)< 0
4. ECrange: <60 <m+ «, z<0, using C_, Fig. 19.10.6 left.
upper arc: ky =Re/f, 0<pB<2m—0, k,=—jky
Re[—j(kxx + kz|z|)] = Rp sin(B+ 0)< 0

lower arc:  ky=Re/f, m<B<0, k,=jks
Re[—j(kxx + k;|z|)] = Rp sin(B - 0)< 0
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31T
5. CFrange: T+ x <0 < o0 z <0, using C_, Fig. 19.10.6 right.

upper arc: ky =Re/f, 0<B<2m—0, k,=—jky
Re[—j(kxx + kz|z|)] = Rp sin(B + 0)< 0

lower arc: ky=Re/f, m=<B<0, k,=jky
Re[—j(kxx + kz|z])] = Rp sin(B— 0)< 0

6. FA range: 37" <0 <2m, 7z <0, using C., Fig. 19.10.5.

upper arc: ky =Re/f, 0<B<2m—0, k,=—jky
Re[—j(kxx + kz|z|)] = Rp sin(B + 0)< 0

lower arc: ky=Re/f, m=<B<0, k,=jky
Re[—j(kxx + kz|z|])] = Rp sin(B— 0)< 0

19.11 Diffraction by Small Holes - Bethe-Bouwkamp Model

The problem of diffraction by an electrically small, subwavelength, circular hole in a
planar conducting screen has received a lot of attention because of its relevance in
near-field applications [534], such as scanning near-field optical microscopy (SNOM or
NSOM), as well as in electromagnetic compatibility, field penetration, and interference
applications. Even though the conducting screen is assumed to be infinitely-thin, per-
fectly conducting, and of infinite extent, this idealized problem has served as a useful
paradigm for small-aperture problems because of its simple analytical solution.

It was originally solved by Rayleigh [1312] for the special case of a normally incident
plane wave, then solved again by Bethe [1314] for arbitrary incident fields, and then
corrected by Bouwkamp [1322-1324] for incident plane waves. Meixner and Andrejewski
solved it exactly using spheroidal functions [1320]. References [1312-1372] discuss
this and other aperture problems; see also the following references [1373-1397] on the
phenomenon of extraordinary transmission by subwavelength apertures, which is not
explained by the simple Bethe-Bouwkamp model (see however, [1357].)

Rayleigh’s approach, which has been followed by all later treatments, was to ex-
pand the solution in power series in the variable ka, where k = 277/A is the free-space
wavenumber and a the hole radius, and keep only the lowest, first-order, terms in ka.
References [1334-1336] carry out such series expansion procedures in detail.

The terms “electrically small” and “subwavelength” refer to the condition, ka < 1,
or equivalently, a < A, and can be thought of as a low-frequency approximation. In the
opposite, high-frequency-large-aperture, regime characterized by, ka > 1, or, a > A,
the usual Kirchhoff approximation becomes applicable.

In the next two sections, we derive the Bethe-Bouwkamp model by using Copson’s
method [1317,1318] to solve the integral equations (19.9.13) for the aperture tangential
electric field, and show that under certain conditions the solution is actually valid for

Tnamely, that on the aperture, the transverse derivatives, V |, of the incident fields are of order k.
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more general incident fields than just plane waves. We clarify the Bouwkamp correction
and explain why it is necessary for the near-fields and why it does not affect the far-zone
fields which are correctly derived from the Bethe solution. We determine the transmis-
sion characteristics of the small aperture and compare them with those of the Kirchhoff
approximation. Then, following the recent methods of Michalski and Mosig [1364], we
derive the plane-wave spectrum representation of the solution and use it to calculate the
diffracted fields to the right of the aperture, deriving closed-form expressions for both
the near and the far fields, and providing MATLAB functions for numerically calculating
the fields at any distance.

The geometry of the problem is illustrated in Fig. 19.11.1 below. The metallic screen
M is the xy-plane at z = 0, with the circular aperture A of radius a centered at the
origin. The incident fields E', H' are assumed to be incident from the left half-space,
7z < 0, and can have arbitrary orientation.

XA X4
i field point
| <1 | R (522)
E' X N bl
incident fields I x|/ 4 r s ¢
. 3 | >z
H' a z L Y
& h%
Yy
screen M

Fig. 19.11.1 Circular aperture at z = 0, incident fields from z < 0, field point at z = 0.

We will use cylindrical coordinates defined byt
— I | = /x2 +y2 X = pcos¢
p=Irl R ) (19.11.1)
¢ = atan2(y, x) y =psing
with unit transverse vector, 7, = v, /|r.| =r./p,
v, =XX+yy=Xpcosp +ypsing = pr,
o X (19.11.2)
P, =Xcos¢ + ysing

We recall from Sec. 19.9 that the diffracted fields to the right of the aperture are
given by Smythe’s formulas, for z > 0,

E=V XF
(19.11.3)
—jknH=Kk’F+V (V. - F)

Tatan2 (y, x) is the four-quadrant arc tangent, atan(y/x), and is a built-in function in MATLAB.
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with the electric vector potential, F(r,, z), given in terms of the effective surface mag-
netic current, 2Z X E, (r/,0), where, R = +/|r, — r/|? + 22,

F(rL,Z)=2J [2x E, (r/,0)]G(R) d*r/ =z><J EL(rL,O) dZn (19.11.4)
A

The aperture tangential electric field, E, (¥/,0), is determined by the integral equations,

kK’F°+V (V. -F% = —jknH!
on A (19.11.5)

2-V xF°=El

where FO(r,) denotes the restriction of F(r,,z) on A, thatis,atz =0,
e~JkRo

2y/! 19.11.
Ry d’r/ (19.11.6)

FO(r )= F(r.,0)=2x JA E, (r],0)

with Rg = |r, — r/| and r, € A. Component-wise, Egs. (19.11.5) read,

K2FQ + 0x (0xFY + 0y F)) = —jknH}
K*F) + 0y (0xFy + 0,F)) = —jknHi, | on A (19.11.7)

OxF) — 0y Fy = EL,

The Bethe-Bouwkamp solution for E, (¥,,0) is obtained by solving the integral equa-
tions (19.11.7) to first-order in ka. For points on the aperture (p < a), it is given by,

(C-r))r,
E (r,0)= A( ) +BA(p)+CA(p) Ap) for p<a (19.11.8)
Bethe Bouwkamp

where, A(p)= \/a? — p?, and the scalar A, and transverse vectors B, C, are constants
defined in terms of the incident field as follows,

4. i
L EElz By TerrIHy
Z _ By = *%J'ani
= —jknHix2 N i _ (9119
A | | Ce=—y | 0L + jkn H |
C=—§[VLE’Z+jan‘L><2] 4 ' '
Cy =5 [OvE] — jknH}]

where, Hj_, E;, VLEQ, are the incident field values at the aperture center, (x,y)= (0,0).
The first two terms in (19.11.8) represent the original Bethe result, and the C-terms, the
Bouwkamp correction. Eq. (19.11.8) is valid only for p < a. On the conducting part M,
the transverse fields must vanish, that is, E, (r,,0)= 0, for p > a, as required by the
boundary conditions.
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Noting that V., A = —r, /A and V , (C - r,)= C, the Bouwkamp correction can be
written as a complete transverse gradient—and this is the reason, as we see below, why
that term does not contribute to the far-zone fields [1324,1329],

E (r,0)=A A( ) +BA(p)+V . [(C-r)A(p)], forp=<a (19.11.10)
—_—
ethe Bouwkamp

The expression (19.11.8) meets the additional regularity condition that the azimuthal
component (i.e., the ¢p-component) of E, vanish at the edge of the aperture, that is, at
p = a. Indeed, resolving E, into its radial and azimuthal components, we may write,
E =pE, + (i)Ed,, where p = F,. It follows that, 7, X E, = ZE, and since 7, X r, =0,
we have from (19.11.8),

ZEp =P XE, =7 X(B+ C) A(p)=F X (B+ C) \a®> - p?

which vanishes at p = a.

To derive (19.11.8) we follow Copson’s procedure [1317,1318] of assuming the func-
tional form of Eq. (19.11.8) and then fixing the coefficients A, B, C in order to satisfy the
integral equation (19.11.5). Working with the quantity F° x 2, we may write (19.11.6) in
the simpler form,

e—JkRo

mRe d’r!, Ro=I|r —r/| (19.11.11)

FO(rL)XZ:J‘ EL(rL,O)

Next, we carry out the Rayleigh procedure of expanding in powers of k and keeping
only first-order terms. To this order, we have,
e~/kRo 1 _ jkR 1
~ L1-JkKo _ 1 Jjk
Ry Ry Ry
where we note that the quantity kR is of order ka because Ry = |r, — r/| remains less
than 2a since both r,, r/ lie in A. If we also expand the desired solution E, to order k,
that is, as a sum of terms of the form, E, = ) 1k Em + O (k?), then, to first-order in
k, Eq. (19.11.11) becomes,

Fo(r,)xz =

J EX(rl,0)+kEL (r/,0)
2TI'R0

But the last term is simply a constant that can be ignored because it will have no
effect on the integral equations (19.11.7). Indeed, the term k2F° in (19.11.7) can be
dropped because it is of order k2, and since F is differentiated in the rest of the terms,
the above constant will have no effect. Thus, the first-order expression for F° is,
E (r/,0)

21TTR

The corresponding approximate integral equations to be solved, become,

Ox(OxFY + 0yF)) = —jknH}

J JKE (r!,0) (n,O) r!

Fo(n)xi=J d’r!, Ro=I|r —r/l (19.11.12)
A

0y (0xFy + 0yF}) = —jknH,, (19.11.13)

OxF) — 0,F) = EL,
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Inserting (19.11.8) into (19.11.12), we obtain,

5 r! , .(CorDrl ] dPr!
FO(r,)x =J[A L L BA(p)+CA —7]
(ro)xz LA (p") (p") A 2mr,
The indicated integrals can done exactly; see for example, Refs. [1317] and [1334],
Ndirl o, 1 2)
JAA('O)ZTTR()_ 4 (a _2[)
vl drv/
L. A(p') 2Ry~ 4 " (19.11.14)

, _(C-rj)rj] d’r/ m
JA[CA(") Alp') lemR, ~ 32

Ignoring the constant terms in (19.11.14) for the same reasons as mentioned above,
we obtain the order-k approximation to F°, for r, € A,

; 31
(4612 - 3PZ)C— 16 (C-ry)r.

0 P _m 2_ 3T .
FP(r)xz = 4Arl 32 (4B+3C) p 16 (C-r)r, (19.11.15)

and since, FO(r, ) xz = )ZFS — ¥ FY, we have component-wise,

3
FOos—TAy+ T (4B, +3C) p2+ "0 (Cyx + Cyy)y
4 32 16
3 (19.11.16)
o T s , 3T
Fy— ZAX—§(4BX+3CX)[) —E(CXX'FC)/)/)X
Remembering that, p?> = x> + y%, we obtain the derivatives,
OxFR + 0y F) = g (xBy — yBy) (19.11.17)
™
Ox (0xFY + 0yF)) = ZBy
0 0 n
Oy (0xFy + 0yF)) = — Bx (19.11.18)

T s
OxF) — 0yFy = 5 A= [x(By + 3Cx) 4y (By +3C)) ]

The incident fields in the right-hand side of Eq. (19.11.13), being evaluated on A,
are also functions of r,. Because the aperture is small, Bethe assumed that they vary
little over A and replaced them with their values at the origin (x,y)= (0,0). But as a
small improvement, we may we expand them in Taylor series about the origin, so that
the integral equations (19.11.13) become for r, € A,

Ox(xFy + 0yF)) = —jknHY (r,) = —jkn[H% (0) +r. -V, H,(0)]

0y (0xFy + 0yF)) = —jknH,, (r.) = —jkn[H},(0) +r.-V  H;} (0)] (19.11.19)

OxF) — 0, Fy = EL(r.)=EL(0)+r.-V . EL(0)
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If we now make the reasonable assumption that the transverse derivatives V, of
the fields are of order k, then the gradient terms in the H i equations can be dropped
because they are being multiplied by jk, making them of order k2. On the other hand, the
gradient terms must be kept in the E. equation in order to have a consistent expansion
to first-order in k.t It follows then that the integral equations must be approximated to
first-order in k as follows, for (x,y)€ A,

Ox (OxFY + 0y F)) = —jknHL (0)
0y (0xFY + 0, F)) = —jknH. (0) (19.11.20)
OxFY) — 0yF) = EL(0) +X 0xEL (0) +y 0, EL (0)

In order to satisfy the integral equations, the right-hand sides of Egs. (19.11.18) and
(19.11.20) must match for all (x,y)€ A, resulting in the following conditions on the
A, B, C constants, the solutions of which are precisely Egs. (19.11.9),

s

DBy = <jknHL(©0), T (Be+3C0 = ~0:EL(0)

4
T

4 By +3Cy)= —03yEL(0)

T . .
=74 Bx=—jknH, (0),
TT .

Far-Field Approximation

Next, we discuss the far-zone radiation field approximation. Once the aperture fields E,
are known, one can in principle, calculate the vector potential for any point to the right
of the aperture,

F(r)=22><J E (r',0) G(R)A?*r', R=|r—vr'|=+/lr. —r/I2+22 (19.11.21)
A

At large distances from the aperture, one would normally make the usual radiation-
field approximations,

7

r-r .
R=|r—r'|=vr24+r?2-2r-r' ~r— =r—7-r
r

efij e—jk(r—i‘-r') e—jkr o, o
G(R)= ~ = k' = G(r) kT, k=ki
(R) 41TR 41tr 4Ttr )

Asin Sec. 19.6, the resulting F can be expressed in terms of the 2-D Fourier transform
E, (k.) of the aperture fields E, (r,,0) evaluated at the wavenumber, k = k#,

F(r)=22zxE, (k,) e G0 (19.11.22)

T For plane waves, this assumption is valid. More generally, it may be justiﬁed frqm Maxwell’s equations,
which suggest that the spatial derivatives are of order k, thatis, V X E! = —jknH" and V x nH' = jKE'.
TBethe had originally omitted these terms, but were later added by Bouwkamp.



19.11. Diffraction by Small Holes - Bethe-Bouwkamp Model 897

and replacing, V — —jk = —jk 7, we obtain, the radiation field,
Era =V X F= —jkix [2xE, (k)]|,_ -G (19.11.23)

which is equivalent to Eq. (19.6.1) obtained from the stationary-phase method. We carry
out this approach later on. Here we work directly in the space domain. Since the aperture
is small and k#’ is of order ka, one could make the further approximation, e/k'*" ~
(1 +jk-r"), and replace,

GR)=G(r) e =~ G(r) (1 +jk-r') (19.11.24)

into (19.11.21),
F(n=22x J E, (r',0) (1 +jk-r')d*r' G(r) (19.11.25)
A

The indicated integrations with respect to ¥’ can be done exactly. However, a slightly
better approximation can obtained by expanding the entire G (R) in Taylor series around
the origin, that is,

GR)=G(r-r")=G(r)-r' -VG(r) (19.11.26)

where VG (r) is the gradient with respect to #,

—jkr

. VG- —P(jk + 1) ek _ —?(jk + %) G(r)  (19.11.27)

G(r)= ; v/ 4mr

4ttr
Using (19.11.26) into (19.11.21), and noting that ¥ = r/, we obtain,

F(P=22x% j E (r/,0)[G(r)-r/-V.G(r)] d?r/ (19.11.28)
A
This becomes equivalent to (19.11.21) when k¥ > 1. In that limit, the jk term wins

over the 1/r term in (19.11.27) and we have, VG (r)~ —jk#G (r)= —jk G (r). Inserting
(19.11.8) into (19.11.28), we must calculate the integrals,

| Beno[cm-r-v.cm]dn -
A

(C-ri)r/
A(p")

- L [A F L BA(Y)+CA) -

Ap) ] [G(r)—rj : VLG(r)] d’r/

_ 'iﬁ 4 ’ ; ’ ’ 27 _
_JA[AA(p,) +BA(P)+V,[(C n)A(p)]]G(r)d v/

i , o (Cc-rh)r! . ,
—JA[AA(’I),) +BA(p)+CA(p)—ﬁ] [rl- V.G d?r!

where in the first set of terms multiplying G (r), we replaced the Bouwkamp correction
terms by their equivalent expression as a gradient given in (19.11.10). The integral of
that term vanishes; indeed, using Eq. (C.45) of Appendix C, which is a consequence of
the 2-D divergence theorem, we have,

| v s - e rapad-o
A C

898 19. Diffraction - Plane-Wave Spectrum

where the contour C is the periphery (p = a) of the aperture, where A(p) vanishes,
and also for this contour, nis the unit vector in the radial direction r, .

Of the remaining terms in the above integrals, those that involve an odd number of
powers of ¥/ are zero because of the symmetry of the integration range. Only two terms
finally survive, which can be integrated exactly,

[ moiolem-rviem]ar -
A

r/
A(p”)

These follow from the integrals,

2ma’
3

:J [BA(p')G(r)fA rj-VlG(r)]dzrj: [BG(r)-AV.G(]
A

2mad XoXg o, 2ma’d
=5 JA OB 2yl = Sup, ,B=1,2

’ 2.7
J, awrai Alp') 3

Thus, the far-field approximation to the vector potential (19.11.28) is,
ama’ ., .
Fiae (D= =" [2xBG(r)-A2x V. G(r)| (19.11.29)

Noting that Z X VG (r)= Z X VG (r), and replacing B, A in terms of the incident
fields, we obtain,

8‘13 . i in
Fiae ()= =5 [27knH] G (r)-E,2x VG (1) | (19.11.30)

This is recognized as the vector potential for the sum of an electric and a magnetic
dipole. Indeed, we recall from Sec. 15.5, Egs. (15.5.4) and (15.5.8), that two electric and
magnetic dipoles, p, m, would have a combined vector potential,

F=VG(r)xP—jkG(r)M, P=%p, M=nm (19.11.31)

Comparing this with (19.11.30) we conclude that, in the far zone, the small circular
hole acts as a combination of magnetic and electric dipoles given by,

16a3 : 8a’ .
M= - 3 H , P= TE’Zi (19.11.32)
or component-wise,
16a3 ) 16a3 ) 3
M, = — 63“ nHL, M, = —% nH,, P, = %E'Z (19.11.33)

The corresponding far-field electric and magnetic fields are then given by Egs. (19.11.3),
which can be written in the dual form of Egs. (15.5.5) and (15.5.9),

Epar = V X [VG(r) xP— jKG (r) M]|
(19.11.34)
NHi = V X [ VG (r) XM+ jKG (r) P|
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For numerical evaluation, it is more convenient to rewrite (19.11.34) in the form,

Epw = [K2P+ (P- V)V |G - jkVG x M
(19.11.35)

NHiar = [K*M+ (M- V) V|G +jkVG x P

Radiation Pattern, Radiated Power, Transmission Coefficient

The far-field expressions (19.11.32) simplify considerably in the radiation zone, that is,
for kr > 1. Replacing, V — —jk, with k = k#, we obtain,

e—jkr

Ena = K [Fx (Px )+ Mx P]
N (radiation fields) (19.11.36)

_2 (s S -

NHpaa = k [r>< (MX#P)—Px r] yry—

and similarly, in this limit, the vector potential (19.11.29) becomes in the radiation zone,
3

Fra(n= 279 5 [B+jk.A] G(r) (19.11.37)

Comparing this with Eq. (19.11.22), we may identify the 2-D Fourier transform of
E, (r,,0) evaluated at k = k7,

3
E, (k)= Z"Ta [B+jk.A] (19.11.38)

This will be verified below based on the exact expression (19.12.13) of E, (k, ).
To clarify the terms “far” versus “radiation” fields, we note that because we assumed
that ka < 1, or, a <« 1/k, we may distinguish two far-distance ranges:

(i) the far zone, a < r < 1/k
(ii) the radiation zone, 1/k < r

with the former evolving into the latter roughly when r = 1/k. The radiation fields go
down like 1/r, but the far-zone ones have also a 1/r? dependence which dominates for
smaller r, but eventually disappears. Example 19.12.1 demonstrates this behavior.

As expected, the radiation fields satisfy, nHyaq = ¥ X Eraq, and do not have a radial
component. In spherical coordinates, we have, # X (P X ¥) = éPg + <i>P¢, and, PX ¥ =
éP¢ — (i)Pg, and similarly for M, and therefore, Egs. (19.11.36) read,

Eraa = k2 [0(Po + Mg)— Mo | G (r)
(radiation fields) (19.11.39)

NHia = k* [$(Po + My)+0 Mo | G (r)

where we note that Py = (43-2) P, = 0. Expressed in terms of the cartesian components
(19.11.33), the spherical components are as follows,

Po + Mg = —sin@P, — sin p My + cos p M,
Mo

(cos p My + sin¢p M,,)cos 0
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and since, Eg = k?(Pg + My)G and E¢, = —k®>MyG,

4a3k? i i 1. —jkr
Eo=nHgy = (;7T (nH; sing — nHj, cos ¢ — gElz sin9> €
(19.11.40)
3k2 ; - efjkr
Ep =-nHp = r (nHj cos ¢ + nHj, sin¢) cos 0 >

The time-averaged Poynting vector has only a radial component given by,

1 . 1
Py =y Re[F Eua X Hi] = 5 [1EoI? +1Ey1?] =

8abk? P i 1. . > ; . ) )
= ornr? [nH} sin ¢ — nH,, cos ¢ — EEZ sin@|” + |nH} cos ¢ + nH,, sin¢ |~ cos® 0
(19.11.41)
The corresponding radiation intensity will be,
dP 2 8[16](4 P . 1. i >
aa =r-P,= o2y [|nH§(sm¢— nH’ycosqb - EE’Zsm9| +
(19.11.42)

+ [nHlcos ¢ + nHi sin ¢ |* cos? 9]

It has a fairly complicated dependence on 6, ¢b. For example, a TM plane wave with

xz as the plane of incidence would have H}, # 0, but H} = E} = 0, resulting in,
dp _ 8a°k*
dQ ~ 9m2n

(cos® ¢ + sin® ¢ cos® 0) [nH, |° (19.11.43)

The radiated power is obtained by integrating (19.11.42) over all solid angles, dQ =
sin 8 dO d¢, in the right hemisphere,

/2 2T dp
Prad:JO 0 Eslngded(b

resulting in,

64 (ka)* )

Praa = =50

1 . 1 .
2 i)2 i|2
- H |“+ —|E 19.11.44
ma 2n[ln il 4| A ] ( )

Let us compare this with the predictions of the Kirchhoff approximation, which was
defined in Eq. (19.9.18), that is, with R = /|[r, — ¥/[2 + z2,and z > 0,

Fl=2 I [z x El (r/,00]G(R) d*r/
A
E—V xF (19.11.45)

—jknH = k*F' + V(V, - F!)
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In the radiation zone, we replace G (R)~ G (r) ¢/*"’ and V — —jk = —jkt, and obtain,
gl = J El (r/,0) ek @?p/
A

Fl =22xE, G(r)

(19.11.46)
Eraa = —2jkE X Fi_y = —2jk# x (2 X EL) G(r)
NHyad = I X Eraa
and in spherical coordinates,

A . e—jkr

Eg = nHg = 2jk (Ey cos ¢ + Ey sin ) Ay
" (19.11.47)

. - —JKr
Ep = —nHg = 2jk cos 0 (E), cos ¢p — Ey sin ) ¢

4Ttr

Since the aperture is small, we may expand Ei (r/,0) and the exponential e/k'" '
in Taylor series about the origin and keep up to first-order terms in ka, obtaining the
approximation to the Fourier integral,

2 :j EL(r/,0) e/ d?r/ zj [EL(0)+(r/ - V)EL(0) ] [1+jky - r/]d?r/
A A

= | |EL(0)+(r/-V.)EL(0) (jk. -7/)|d’r/
J, ]

where the linear terms in ¥, were dropped because they do not contribute to the integral
by symmetry, and the remaining terms may be integrated to give,

E\, = ma® [51(0)% (k, - VL)Ei(O)] (19.11.48)

where the incident fields and their derivatives are evaluated at the origin (x,y)= (0,0).
Since the derivatives are already assumed to be of order k, the second term in (19.11.49)
is of order k? and can be ignored. Problem 19.2 considers the effect of this term. Thus,
we will work with the approximation,

Ei =ma’EL (0) = Ei=ma’EL(0), E.=rma?EL(0) (19.11.49)

As before, the radiated power is obtained by integrating the radiation intensity over
all solid angles in the right hemisphere,

/2 2T
Prad:JO %sin@d@zﬁb:

0
(19.11.50)
T[T L ikt B smo a6
= re— | |Egl° + |E sin
0 0 2n 0 ¢ ¢
The angle integrations can be done explicitly, where E! stands for E! (0),
(ka)2 2 1 P2 . . .
Praq = 3 ma- - % |E' | (Kirchhoff approximation) (19.11.51)
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Comparing with (19.11.44), we note that the Bethe-Bouwkamp theory predicts amuch
smaller radiated power — by a factor of (ka)? — than ordinary Kirchhoff theory.

Two related concepts to the radiated power are the transmission cross section of the
aperture, defined as the radiated power divided by the magnitude of the time-averaged
Poynting vector of the incident fields, and the transmission coefficient, which is the trans-
mission cross section normalized by the area of the aperture, that is,

[Pl = %Re[Ei X H'*] (19.11.52)
Prad (% Prad
= {T’| , T = ﬁ = m (191153)

Thus, for Egs. (19.11.44) and (19.11.50), we have,

64 (ka)* |’7HJI_|2+Z|EIZ|Z

(Bethe-Bouwkamp)

2712 | Re[E' x H'¥]| (19.11.54)
(ka)? |EL|? . o
= 3 |l7 Re[E"LX Hi*] | (Kirchhoff approximation)

The second factors depend on the particulars of the incident fields. As an example,
consider an incident plane wave decomposed into a sum of a TE part (i.e., the E, terms)
and a TM part (the Hy terms,) with TE/TM being defined with respect to the plane of
incidence, which may be taken to be the xz plane without loss of generality,

E' =

| ———

Y Eo + (XKL — zkL) —”IZO] emIkikiz

. R o s EO T IT]
H = |:YH0 — (%Ki — 2Kki) ﬁ] o ~Jkix=jkiz (19.11.55)

k' = XKkl + 2Kk,

screen M

This may represent either a propagating plane wave or an evanescent one. For the
propagating case, if 0; is the angle of incidence with respect to the z-axis, then,

ki = ksin0;, ké = kcos 0; = k2 — |k|2 (19.11.56)

For the evanescent case, we have ki > k, and k%, is given by the evanescent square root,

ki =k, kb= —jlkkl? - k> (19.11.57)

The plane wave satisfies, k'-E' = k' -H! =0, and, nkH' = k' x E'. Since ki is always
real-valued, but k,, may be complex, we have, k'* = ki, + zki* = ki + 2 (ki* — kL),
which implies, k'* - El = k' - E' + EL (ki* — ki) = EL (ki* — ki) = — (ki* — kL) nHoki /k.
Using these results, we obtain the time-averaged Poynting vector,

Pi= %Re[Ei x H™*] = ﬁRe[E" x (k'* x E™)] =

_1 ix | pi|2 i* i*i_l i* | pi|2 ix i (0% i
—%Re[k |El|? — E* (k -E)]—%Re[k |ET|* - E¥EL(KL* — kD) |
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From this and the definitions (19.11.55), we obtain the X, y,z components of the
Poynting vector P/, which are valid for both the propagating and the evanescent cases,

_ 1 k; 2 2
PX—E?[lE()l + InHo| ]
1 ki | 2Im(K!
Py= o [%Im[EOnH(’H} (19.11.58)
1 Re(kl) ) o [KL2 + [KLI?
/PZZETZI]EO' + [nHo| %

We note that, as expected, 7, = 0 in the evanescent case. The corresponding mag-

nitudes, |P| = /P% + P} + P%, are in the two cases,
i = [IEol? + InHo|?| - Ki (19.11.59)
2n

where the factor K; is defined as,

K; =1 (propagating)

172
{ 2Im (kL) Im[EonH ]\ (19.11.60)
Ki= K {1 +< m(ky) Im[Eon 0]> } (evanescent)

k k[IEo|? + InHol?]

If the TE or TM fields are incident separately, or, if Ej, Hy have the same phase, then,
K; = ki/k in the evanescent case. Similarly, we can express the quantity,
22 |kL|? 1 |kL|?

= E2+<1+7
w2 [Eol 1K

1.
|nH! | + 1 lE ) In Hol? (19.11.61)

Thus, the radiated power and the transmission coefficient for the Bethe-Bouwkamp
case can be written as,

64 (ka)* , 1 [IKkL)2 1 JkLI?

p. . 8dka)® 5 1| K 52+<1+7 x ) Ho|?2 19.11.62
rad 572 2n K2 [Eol 4 K2 In Hol ( )
kL2 o ( 1 |kil2) 2

_6a(ka)t g Bl H {1 e ) InHol (19.11.63)
27 Ki [ |Eol? + InHo|?
In particular, for the propagating case, we obtain Bethe’s result,
1 ,
64 (ka)* cos? 0; |Eg|? + (1 + sin’ 91) In Hol?
= . 19.11.64
2712 [Eol? + [nHol? (191169

Example 19.11.1: The phenomenon of extraordinary optical transmission [1373-1397] is not
observed in the idealized Bethe-Bouwkamp case, but requires more complicated structures
consisting of conductors of finite thickness or arrays of holes. One possible explanation
of the phenomenon is that it is due to the coupling of evanescent surface plasmons to the
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subwavelength holes. As a step in this direction, Petersson and Smith [1357] showed that
the transmission coefficient of an evanscent plane wave in the Bethe-Bouwkamp model is
much larger than for the case of ordinary propagating incident waves.

Here, we consider the same example of [1357], but our calculations correspond only to
their lowest-order results. The example has ka = 11/100, and for the TE case, we set
Ey =1,nHy = 0, and for TM, Ey = 0,nHy = 1. The following MATLAB code calculates T
from Eq. (19.11.63) over the range, 0 < k;/k < 8 and plots T/Ty, in the figure below, where
To = 64 (ka)?*/(271%) = 2.3395%x1077. The evanescent range corresponds to ki,/k > 1.

ka = pi/100;

kx = Tinspace(0,8,161);

kz = sqrt(l-kx.A2).*(kx<=1) - j*sqrt(kx.A2-1).*(kx>1);
Ki = (kx<=1) + kx.*(kx>1);

tau0 = 64*(ka)A4/27/piN2;

tau_te = abs(kz).A2 ./ Ki;
tau_tm = (1 + kx.A2/4) ./ Ki;

plot(kx,tau_te,’b-", kx,tau_tm,’r--");

Bethe-Bouwkamp transmission coefficient

8
— TE
---T™

K /R
5

Example 19.11.2: Consider the Kirchhoff approximation of Egs. (19.11.45)-(19.11.47) under
the incident plane wave of Eq. (19.11.55). In this case, the 2-D spatial Fourier transform
in Eq. (19.11.46) can be done exactly [1333] regardless of the size of the aperture. The
incident field at the aperture is, with ki = k sin 0;, ki, = k cos 0;,

: ki i
E! (r/,0)= <f( f nHy + ?Eo> e ik
and its Fourier transform,
~ . . ’ ki . iy ,
E', <kx,ky>:f El(r/,0) e/ d2y] = <X & nHy wEo)J el ' dy
A A

The integral over the circular aperture can be done exactly,

f (K, ky) = J ol kKX kY g’ dy' = rq? - 2Nilq.@) (19.11.65)
A q.a
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where, g, =4/ (ky — k§)2+k)2,, and J; is the Bessel function of order-1. Thus, the Fourier
transform components are,

L ki
Ei (kx, ky) = ?Z nHo - f(kxy ky)

(19.11.66)
E;, (kXy ky) = E() . f(k)n ky)
The radiation zone fields are obtained from (19.11.47),
(KL . 2Ji(gra) ek
Eg = 2jk (f r)H[)cosqurEosmd)) - Ta’ - % Camr
. " (19.11.67)
Eg = 2jk cos6<Eo cos ¢ X nHy smqb) ™a 7.a p—

Since in spherical coordinates, ky = k sin 6 cos ¢, k, = k sin 0 sin ¢, we have,

q, = \/(kx —ki)2+ki = k\/(sin9c05q5 —sin 0;)2+ sin? 0 sin? ¢

= k\/sin2 6 — 2sin 0 sin 0, cos ¢ + sin® 0;

If the r/-dependence of the incident fields is ignored, that is, setting kﬁ; = 0 in the exponent
of Eq. (19.11.65), then, g, = k sin 0, and one recovers the usual Airy pattern of a uniform
circular aperture, as we discussed in Sec. 18.9. [}

19.12 Plane-Wave Spectrum - Bethe-Bouwkamp Model

We saw in Sections 19.5 and 19.8 that Smythe’s diffraction formulas are equivalent to
the plane-wave spectrum representation, for z > 0,
0 e*ij

E(r.,z) =V x Lwi x E, (r/,0) >R

d’r/
. (19.12.1)
© . , K, d2k
_ A —jk. v, ,—jk; L
- Lo [E. (k) +2E, (k,) | ekem g7 gy

where, R = «/|[r, — r/|? + z%,and, k = k, +zk, = Xkx+Vk,+2Zk,, with the z-component
derived from the condition, k - E = 0,

E,(k,)= —’“%l(ki) (19.12.2)

where E, (k) is the 2-D Fourier transform of the aperture transverse field E, (¥, ,0),

00

E (k)= I E. (r.,0) ek re g2y, (19.12.3)

Its inverse Fourier transform is,

Ei<rl,o>:j £ (k) et LK

. (217)2 (19.12.4)
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Similarly, the magnetic field is given by,

o ) ) 2
H(n,Z):j H(k,) e Tk AL (19.12.5)

—oo (21m)2

where, the 2-D Fourier transform H(k, ) is related to E, (k,) by,
knH(k,)=kx E(k,)= kx [E, (k,)+2E, (k.) | (19.12.6)

Since the Bethe-Bouwkamp field E, (¥,,0) is known explicitly, its 2-D Fourier trans-
form E, (k,) can be determined analytically [1350-1353,1359,1360]. The spatial inte-
gration in (19.12.3) can be restricted to the aperture A only since E, vanishes on the
conductor. Thus,

r.

o _ _(C'VJ_)"J_
Ei(kl)—JA[AA(p) +BA(P)+CA(p)——

A(p)

] efkere g2y, (19.12.7)

Letus introduce cylindrical coordinates for the transverse wavenumber, k, = Xkyx+Vky,

ky = |k | = k3 + k3

kx = kpcosy
¢ = atan2 (ky, kx) o ky=kpsiny (19.12.8)
ﬁl::—l k. =% cosy +y siny
P

The required 2-D Fourier transforms in Eq. (19.12.7) are all expressible in terms of
the spherical Bessel functions, ji (kpa),j2 (kpa), of orders 1 and 2, which are defined
as follows (see also Appendix J),

. sinz
Jo(z) = p
. . sinz — zcosz
J1(2) = —jo(2)= ——5—— (19.12.9)
. j1(z)\' (3-2z%)sinz—3zcosz
J2(2) :—Z<J1 ) = 5
z z
where the prime denotes differentiation. They are connected by the identity,
. . 3j1(z
Jo(2) +j2(2) = —J]Z( ) (19.12.10)
The Fourier transforms of the individual terms in (19.12.7) are as follows,
J r_LejkL-n erL = 2114’ J& Ji1(kpa)
A Ap) ky !
. . i1 (kpa
J A(p) e @y, = 21ra® - Jitkpa) (19.12.11)
A kp
(C-r)r, ik, - 2 3 ki (C-ki) .
CA( )—7]@’ Lrodey, =2mma’ - —————= jo(kpa)
JA[ P Alp) : ko 2
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All of these are obtained from the following basic transform and its differentiation
with respect to ky and ky, (see Problem 19.4),

1 .
- eJki'n dzr =2ma - jo(kpa 19.12.12
IA A(P) * JO( g ) ( )

Indeed, using the cylindrical coordinate definitions in (19.11.1) and (19.12.8), we
have, k, - ¥, = kppcos(¢p — ), and

1 . ) a 21 1 .
elky"i der _ J J e_)k,,pcos(d)—([/) pdpdd) —
JA A(p) 0oJo a2 - p2

a . .
:J Jo(kpp) 2mpdp = 21 - 51n;<kpa) P smk(kapa)
0 a — p2 P P

It follows now that the transform (19.12.7) of E, (r,,0) is,

_jklA+B
kp

k,(k, - C

E (k,)=2ma* Jji(kpa) + 2ma’ - kZ. )jz(kpa) (19.12.13)
P

and to clarify the notation, we write (19.12.13) component-wise,

R j kx(kxCx + ky, C
Ey = 2ma® - JikxlerBx J1(kpa) +2ma® - Ko (RxCix+ Ky Cy) 7(;_ rG) Jo(kpa)
p p
(19.12.14)
R jky A + B ky (kxCx + ky,C
E, = 2ma? - Jyk%jl (kpa)+2ma’ - y(xxk—z:yy)jz(kpa)

The transforms of the remaining field components are expressible in terms of E, (k. ),

k. -C

. k., -E, , JkZA+k, -B
E .
k,

R e JRp T L TP _ 3,
, = K, 21a Kok, Ji(kpa) — 2ma

J2(kpa) (19.12.15)

Resolving (19.12.6) into transverse and longitudinal parts, we have,

UHZ _ % = —2ma? - %,ﬂ (kpa) (19.12.16)
P
~ . ksE —-k.E, KE -k kE, KE +k (k -E))
H = = =
nHLx2 K Kk, Kk,
_ (kz—ki)ﬁj_+kl (kL'EJ.) :kEA‘J.ikJ.X(EA‘J.XkL) or
kk, k, kk, o
nH, x 2 =2mka? - M]’l(kﬂa) + 2mkad - M Jo (kpa)
Kok, K2k,
(19.12.17)
k, X (Bxk,)

—2ma® - Ji(kpa)

kk ok,
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In deriving the radiation fields of Egs. (19.11.36) and (19.11.37), we kept terms up
to first order in ka. The same results can be obtained by taking the small-ka limit of
Eq. (19.12.13). Indeed, using the Taylor series expansions for j, jo,

72

—, for small z
15

J&(z)zg, Ja(2)~

we obtain the following approximation, where terms of order (ka)? are ignored,

E (k) =2ma® - Wﬁ(kﬂa) +2mad - %jz(kpa)
p P
3 5 3
~ 2"3‘1 (koA +B) + ™ (k. Ok, ~ 2"3“ (jk. A + B)

which agrees with Eq. (19.11.38). The radiation fields are then obtained from Eq. (19.6.1),
which is equivalent to (19.11.36) and to (19.11.40),

e—jkr

4Ttr

. - ) 2ma’ .
Eraq = 2jkcos O E(k,) G(r)= 2jk cos 0 S (jk. A + B) (19.12.18)
Besides obtaining the radiation fields, the usefulness of the plane-wave spectrum
representation lies in allowing the calculation of the fields at any distance z > 0 from
the aperture by performing an inverse 2-D Fourier transform. The inverse transform for
any field component is,

2
~jkyz A°KL

(211)2 (19.12.19)

E(r.,z)= J E(k,)e ke
Using cylindrical coordinates for both v, and k, as defined in Egs. (19.11.1) and
(19.12.8), and noting that dkxdky = k,dk,dy, and, k, -r, = k,p cos(y — ¢), and that

k, depends only on k,, we may rewrite (19.12.19) in the form,
(2T : 2 kpdk,dy
E(p, ¢,z =J E(k,, e Jkppcos(w—) 5—jk,z 2P TP
(p,d,2) o Jo (kp,y) (21)2

and express it as a two-step process of first integrating with respect to the angle ¢ and
then with respect to kp,

N 2m . d(l/
E(P,qb,kp) = E(kp,lll) e—]kppcos(w—d))

0 (2mm)?

(19.12.20)

E(p,$,z) = JO E(p, p,k,) e K%k, dk,

E(kp,w) - E(p,$, ko) E(p,$,2)
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The y-dependence is separated from the k,-dependence in E, H. To see this, we may
rewrite E, H in terms of the angular unit vector, k;, = X cos + y siny,

| =2ma’jk, Aj, + 2ma® Bil +2ma’ k, (k. - C) j2
p
E,=2ma’A Kodt _ o2 (k. -B).Jl —2ma® (jk, - C) Koo
kz sz JkZ
~ ik - (BXZ
nH, = 2ma? - Mixz)jl (19.12.21)
Jjk
nH, x z = 2mjka® jk, AJ +2mjka’B ——— J1 + 2mjka® kl(kl-C).Jl
Jjk, Jkokp JKz

2 k., X (Bxk,) ka1

+ 214 ;
Jk Jkz

where for simplicity, ji,j2 stand for j; (kpa),j» (kpa), and for a reason to become clear
later, in some terms we have multiplied and divided by j so that k, appears as, jk,.
The angular integrations over (¢ can be done with the help of the following integrals
resulting in the ordinary Bessel functions of orders 0,1,2,

1 JO
- 112 L]
2 dll/e Jkpp cos(y—d) - — C
o 2w k. (C- k) E(JoJrJz)*ﬂ(C'ﬂ)Jz
ko x (Bxk.) g(JO—Jz)wL(B-ﬂ)Jz

(19.12.22)

where, 7, = X cos ¢ +¥ sin ¢, and Jo, J1, J2 stand for Jo (kpp), J1 (kpp), J2 (kpp). Equa-
tions (19.12.22) are consequences of the following relationship, for real z,

21 dL[}

. om e IzCOsW=P) ginb — ()N ] (2) = (19.12.23)

which is a consequence of the standard Fourier series expansion [1822],

plzcos0 _ Z J"Jn(2) e/né (19.12.24)
n=0
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It follows that the angle integrations in Egs. (19.12.21) will be,

C . 3 . . ,
E =a*P Al j1+a? BJOJ' 3E(Jo+Jz)Jz—ajn(C-n)Jsz
p
, kpJoja _Jih .\ kpJiJe
E,=a?A 222" _42(B- —a’(c- 2pJ1J2
P %, a® ( n)jkz a’(C-7.) %,
. , F,-(BX1Z
nl, =a*- ——— == ;‘k )J1J1
] J J J (19.12.25)
_ o 1J1 0J1
nH, x2=jka*¥? A ik, + jka®B Kok
P
. C (Jo+J2)Jjo J2j2
+ ka37,7 ka C-r ;
Jka® 5 ST FL(C-7L) i

2 B kp(Jo—J2)ir 2 Fi(B-F.) KpJaji
2jk Jkz Jk Jkz
The ¢-dependence resides in F,, while all the other factors are functions of k.
The final step requires that all terms be multiplied by k, e k2 and integrated over
k,. Following Michalski and Mosig [1364], we introduce the following Hankel-transform
integrals, multiplied by enough factors of a to make them dimensionless,

= (kp)”
(k)1

With these definitions, the E-fields at the observation point (p, ¢, z) are given by,

+a

an (p,z)= ab—a+l

Jn(Kpp) jm (kpa) e %% dk,, (19.12.26)

E (p,¢p,z) =P LAFY) +aBFY + E(F +F) —ar. (C-7P.)FY
(19.12.27)

E,(p,$,z) = AF§i —a(B-P.)Fij —a(C- ) F7}

It proves convenient to use the identity (19.12.10) to express the quantities F3, F23,
in terms of the following F’s,
F39 =3F3 — Fi9

(19.12.28)
Fi} = 3F{{ - Fi}
With these substitutions, the E-fields as well as the H-fields become,
E. =F AFY + aBFY + %C(gpggf 10 L FI9) —af, (C- ) FLY
E,=AFg —a(B-F.)Fi{ —a(C-7.) (3F{{ - F{;)
P (BX2Z) g
nHz = Jjk Fiy (19.12.29)
A P (B-F.)
nH, x 2 = jkar, AF}l + 2k (F3] —F3}) + ijikiF

. . (& . R N
+ jka® B F3} + jka® 5 (F3) + F3Y) — jka® ¢, (C-P.) F3}
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These expressions reduce to those of Ref. [1364] for the case of incident plane waves.

Near-Field Approximation

Closed-form expressions for the near fields in the Bethe-Bouwkamp model have been de-
rived for normal incidence by Bouwkamp [1322,1323] and Klimov and Letokhov [1350],
and for more general incident plane waves, by Michalski and Mosig [1364].

Here, we follow the approach of [1364] in which the Hankel-type integrals, F b ( 0,7),
in (19.12.29) are replaced by simple closed-form expressions when z is small. The limit
z — 0 corresponds in the Fourier domain to the limit k, — oo, so that k, can be replaced
by its evanescent limit, k, = —jw/kf, — k2 — —jkp, or, jk; = kp, and the Hankel integrals
can be approximated by,

® (k
( p) Jn(kpp) jm (kpa) e szzdk —

pq — gP-a+1
m(p,2) a (Jk )q small z

© (k
~abm 1t JO Ekp;q Jn(kpp) jm (kpa) e ke? dk,

— arat! j (kp)"™ Jn(Kpp) Jim (kpa) €57 dk,
0
Defining the integrals,

Ihm(p,z)= aP*! j (kp)? Jn(kpp) jm(kpa) e ko7 dk,, (19.12.30)
0
it follows that the small-z limit of the Hankel integrals is,

Fhim(p,z)  —  Ihm' (p,2) (19.12.31)
small z
Under these approximations, all the terms in Eq. (19.12.29) admit a closed-form
expression, with the exception of the last three terms of H,. However, because B, C
are of order k, as is evident from Eq. (19.11.9), these three terms, being multiplied by
ka?, will be of order (ka)? and can be ignored. Making the replacements (19.12.31), the
near-field approximation then becomes,

. aC N .
E, =7, A}, +aBI} + 7(3181 ~ I}y +13) —ab (C-P) I},

E,=Aly —a(B-7.) 1Y, —a(C-7.) (3% —Ij,)

FL- (BX2) (19.12.32)
nH, = = jk I%l

o B 7. (B-F))
nH, xz =jkar ALY, + 2k (I}, = Iy) + =~ i Tk
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The required I, (p, z) functions are given by the following closed-form expressions
tabulated in [1364], and expressed in terms of oblate spheroidal coordinates ,

%
1§, =u- t(v), I}, =acot(V)————

o1 = U —uvacot(v) b1 = acot(v) T

1 _ u 0 _ ﬁ( _ \% )

Too W22 I a acot(v) T2 Ve

p_r v n_P u (19.12.33)
7 a w2 +v2) (A +v2) U a (2 +v2) (1 +v2)
NPt Rl B n,-_ud-u)

2 v2) (L+v2) ] 2 (2 +v2) (1+v2)

where u, v range over, 0 < u < 1 and 0 < v < o, and are defined via,

z=aqauv, p=ay(1—u?)(l+v?) (19.12.34)

or, in terms of p, z,

r2=p*+2z%, d?=.(r2—a??2+4a2z?

P (r2 ) (19.12.35)

|d* — (r* —a®)
o 2a2 - 2a2

On the z = 0 aperture plane, we have, r2 = p2, d? = |p? — a?|, and

u_\/lpzfazlf(pzfaz) v [P =atl+ (p? —a?)
B 2a2 o 2a?

It follows that on the conducting surface, z = 0 and p > a, we have u = 0, and
Egs. (19.12.33) imply that E, , H, vanish, as required by the boundary conditions.

Similarly, on the aperture, z = 0O and p < a, we have v = 0and u = A(p)/a, and one
can verify that E, is given by Eq. (19.11.8), and that E, satisfies the condition E, = Eé
in the following (Taylor expansion) sense,

E,(r,,0)=EL(r.,0)= EL(0)+r, -V, E,(0) (19.12.36)
Similarly, we find for H,
. 1 .
H, (r,,0)=H! (O)+§jkn’1E’Z(O) ZXr, (19.12.37)

So that at the aperture center, H, (0,0)= H! (0). The second term guarantees that
the z-component of Maxwell’s equation, V X nH = jKE, is satisfied at the center,

dxHy (0,0) -0, Hx (0,0) = jkn ' E,(0)= jkn~'EL(0) (19.12.38)
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MATLAB Functions

The following three MATLAB functions calculate the E, H fields at any observation point
(p, ¢, z) to the right of the aperture, z > 0,

[Ex,Ey,Ez,Hx,Hy,Hz] = BBnum(EHi,k,a,rho,phi,z); % fields in Bethe-Bouwkamp model
[Ex,Ey,Ez,Hx,Hy,Hz] BBnear (EHi,k,a,rho,phi,z); %near fields
[Ex,Ey,Ez,Hx,Hy,Hz] BBfar(EH1i,k,a,rho,phi,z); % far fields

The function BBnum implements Eqgs. (19.12.29) for calculating the fields at any z.
BBnear implements the near-field expressions (19.12.32) and (19.12.33), and, BBfar
implements the far-zone calculation based on Egs. (19.11.35).

Their usage is illustrated in Example 19.12.1. In particular, the 1X5 input array, EH1,
holds the five incident field values at the aperture center, (x,y)= (0,0),

EHi = [nHL, nHi,, EL, 0,EL, 0,EL]

The functions BBnum and BBnear require all five entries of EHi, whereas BBfar uses
only the first three. In these functions, z is a scalar, but p, ¢ can be vectors of same
size, or one of them a vector, the other a scalar. The outputs inherit the size of p or ¢.

The numerical integration for the integrals F bd. in BBnum are carried out by splitting
the interval 0 < k, < o in the two subintervals, 0 < k, < k and k < k, < . The
integral over [0, k] is evaluated using the tanh-sinh double-exponential quadrature rule
implemented by the MATLAB function QUADTS described in Appendix I. The integral over
[k, o) is approximated using Gauss-Legendre quadrature with the function QUADRS also
from Appendix I. These work adequately for our purposes in this book. More accurate
integration procedures are employed in [1364].

The implementation of BBnear is straightforward using the functions (19.12.33). For
BBfar, we note that because the dipole moments M, P only have components My, My, P,,
we obtain the following explicit forms of Egs. (19.11.35),

Ex =P, 0x0,G + jkM, 0,G
Ey = P, 0,0,G — jkMy0,G
E; = k*P,G + P, 0%G + jk(Mx0yG — My, 0xG)
, (19.12.39)
nHy = k*MyG + My 093G + My, 0,,0xG + jkP;0,G
NHy = k*My G + My 0x0,G + M), 0;G — jkP, 0xG
nH, = M\ 0x0,G + M, 0,0,G

The required first and second derivatives of G () are given as follows, for «, 8 = 1,2, 3,
and implemented internally in BBfar,

24G(r) = —XT“ (jk + %) G(r)
(19.12.40)

_ 2
aaaﬁG(r) = (Jk + 1) 3XaXg — 1 50(5 R XaXg G
r r3 P2
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Example 19.12.1: We consider the same example of Ref. [1364]. The incident field is assumed
to be TM, given by Eq. (19.11.55) with Ey = 0, nHy = 1, and incident at an angle 0; =
30°. Fig. 19.12.1 plots in log-log scales the field magnitudes |[nH,| and |Ey along the
aperture axis as a function of the distance z spanning the range 1072 < z/a < 10%. The
z-component is plotted in Fig. 19.12.2.

_||— near field "-‘ 1078l{ — near field ~,
10 "f- - - far field T - - - far field °s,
O z=1k O z=1k .
* numerical ) ) - . * numerical ) ) >
107 107 10° 10’ 10° 107 107 10° 10' 10°
zla zla

Fig. 19.12.1 Fields nH,, Ex at x = y = 0 versus distance z from aperture.

1E |

— near field
- - - far field
O z=1k

* numerical

107 107 10° 10 107
zla

Fig. 19.12.2 Field E, at x = y = 0 versus distance z from aperture.

The blue dots represent the numerical calculation using BBnum, the solid red lines are the
near fields computed with BBnear, and the dashed green lines represent the far fields
computed with BBfar. We note the point of transition at z = 1/k between the far and
radiation zones. The following MATLAB code illustrates the computation,

a=20; 1a=633; k=2*pi/la; thi=pi/6;
EO = 0; HO = 1;
kxi = k*sin(thi); kzi = k*cos(thi);

Hxi = -EO*kzi/k; Hyi = HO;
Ezi = -HO*kxi/k; dxEzi = -j*kxi*Ezi; dyEzi = 0;
EHi = [Hxi,Hyi,Ezi,dxEzi,dyEzi]; % input to BBnum
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r=0; phi=0;

z = logspace(-2,2,2001)*a;

z1 = z(1:50:end); % subset of z’s for BBnum
zk = 1/k; % turning point

for i=1:length(zl)

[Ex(i),Ey(i),Ez(i) ,Hx(i),Hy(i),Hz(i)] = BBnum(EHi,k,a,r,phi,z1(i));
end

[Exn,Eyn,Ezn,Hxn,Hyn,Hzn] = BBnear(EHi,k,a,r,phi,z);
[Exf,Eyf,Ezf,Hxf,Hyf,Hzf] = BBfar(EHi,k,a,r,phi,z);
[Exk,Eyk,Ezk,Hxk,Hyk,Hzk] = BBfar(EHi,k,a,r,phi,zk);

figure; loglog(z/a,abs(Hyn),’b-’, z/a,abs(Hyf),’g--",...
zk/a, abs(Hyk),’mo’, zl/a,abs(Hy),’r.’);

figure; loglog(z/a,abs(Exn),’b-’, z/a,abs(Exf),’g--",...
zk/a, abs(Exk),’mo’, zl/a,abs(Ex),’r.’);

Fig. 19.12.3 plots the real and imaginary parts of the fields, nHy, Ex, E,, at distance z =
a/10, along the cross sections aty = 0 and -3 < x/a < 3,andx = 0 and -3 < y/a < 3.
The following MATLAB code segment illustrates the computation,

x = Tinspace(-3,3,601)*a; y =0; %y = Tinspace(-3,3,601)*a; x =0;
r = sqrt(x.A2 + y.A2); ph = atan2(y,x);
z = a/10;

[Ex,Ey,Ez,Hx,Hy,Hz]

= BBnum(EHi,k,a,r,ph,z);
% [Ex,Ey,Ez,Hx,Hy,Hz] =

BBnear(EHi,k,a,r,ph,z); % alternative for small z
figure; plot(x/a,real(Ex),’b-’, x/a,imag(Ex),’r--");
figure; plot(x/a,real(Hy),’b-’, x/a,imag(Hy),’r--");
figure; plot(x/a,real(Ez),’b-’, x/a,imag(Ez),’r--');

We should note that at the above short distance of z = a/10, the near-field approximation
function BBnear could as well have been used to calculate the fields. m]

19.13 Babinet Principle

The Babinet principle for electromagnetic fields [1291,1316] applies to a flat conducting
screen with an aperture cutinit.t The complementary screen is obtained by removing the
conducting screen and replacing the aperture by a conductor, as shown in Fig. 19.13.1.

Let M, A denote the metallic part and the aperture of the original problem, making
up the entire planar screen, S = M + A. Then the complementary screen has metallic
part M. = A and aperture A, = M, so that again, S = M. + Ac.

We may assume that the aperture plane S is the xy plane, and suppose that the fields
E', H' are incident from the left on the original M + A screen resulting in the diffracted
fields E, H to the right of the aperture, z > 0. Consider also the fields E£, H! incident
on the complementary screen M. + A, resulting in the diffracted fields E., H.. Then,

TFor a recent review, see Ref. [1311].
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Fig. 19.12.3 Fields nHy,Ey,E, at z = a/10 versus —3 < X/a < 3 and versus -3 <y/a < 3.

the boundary and symmetry conditions, Eqs. (19.9.2) and (19.9.4), imply the following
conditions on the tangential electric and magnetic fields in the two problems,

ZXE=0, on M
ZxH=2xH', on A

ZXE. =0, on M. =A

2XxH.=2xH., on Ac=M (19.13.1)

Suppose now that the incident fields E/, H! are chosen to be the duals of the E', H'
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Y v

Ei aperture A Hé. QEé
Hi— X

X .

incident
incident -7 fields |
fields screen M aperture A¢

original problem
—

complementary problem
= s

Fig. 19.13.1 Original and complementary metallic screen and aperture.

fields, that is, El = —nH' and H! = n~'E', or expressed in matrix form,

E! 10 -n E! B Ef
[Hél_[n’l OHHI}‘D[Hz} (19.13.2)
—_—

D

Then, the last of Egs. (19.13.1) implies that, 2 X nH, = 2 X nH! = 2 X E' on M, which
can be added to the first equation, resulting in, Zx (E+nH,) = ZXE Ton M. Similarly, from
the second and third equations, we have, Zx (H—n"'E.)= 2x H' —n'2x E. = 2 x H'
on A. Thus, the original and complementary problems must satisfy the conditions,

22X (E+nH;) = Z X E', on M

- S (19.13.3)
ZX (H-n"'E.)=2x H', on A

These state that the tangential components of the total fields Ey = E + nH, and
Hy, = H— n~'E. match those of the incident fields E i H' over the entire xy plane,
with the E-fields matching over M and the H-fields over A. As a consequence of the
uniqueness theorem discussed below, it follows that the fields will match everywhere in
the right half-space, that is, Eror = E', Hiot = H', for z > 0,

E+nH; = E!

. (electromagnetic Babinet principle) (19.13.4)
H-nE. = i g princip

This is the Babinet principle for electromagnetic fields. Eq. (19.13.4) may also be
written in matrix form with the help of the inverse of the duality matrix D of Eq. (19.13.2),

thatis, D! = -D, _
E G[ET [E
[H] +D [Hc] - [H"] (19.13.5)

which, after multiplying both sides by D, can also be transformed into,

E. E| [ E
HEHEE 1915
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The operations of the Babinet principle are summarized pictorially in Fig. 19.13.2 in

which F stands for [ f,

of the original and complementary problems, and D, the duality transformations.

} , and the boxes labeled S, S represent the diffraction operations

F' E s £ E!

Fi

Fig. 19.13.2 Electromagnetic and scalar versions of the Babinet principle.

One may wonder why we formed the above particular linear combination of the H, E.
fields in defining Hy,; the E. could have been added with any weight and still satisfy
(19.13.3). In fact, the form of Hy is fixed by Maxwell’s equations once E, is defined
as Eyt = E + nH,. Indeed, from Maxwell equations of the individual parts, we have,

VXEo  VXE+nVxH:  —jknH+ njkn—lE.
Jkn Jkn Jkn

Hi = - =H-n"'E

The proof of the Babinet principle rests on a particular form of the uniqueness the-
orem of electromagnetics [22] that states that the fields inside a volume are uniquely
determined by the tangential E-fields over a part of the enclosing boundary surface and
the tangential H-fields over the rest of that surface. In the problem at hand, the volume
is taken to be the right half-space, bounded by the xy plane at z = 0 and an infinite
hemispherical surface as shown below and in Fig. 19.1.1.

The proof of the uniqueness theorem relies on the following additional assumptions:
(a) that there are no sources in the right half-space, (b) that the medium is slightly lossy,
and (c) that the fields satisfy the (outgoing) Sommerfeld radiation condition, that is,
having radial dependence of the form, e /K" /r, for large r.

The lossy medium can be represented by adding a small negative imaginary part to
its dielectric constant and/or to its permittivity, that is, € = €g — je; and p = ug — juy,
and as a consequence, k = kg — jkj, where €, uy, k; are small positive constants. The
lossless case is obtained in the limit of zero imaginary parts.

Working with the difference fields, SE = Eo; — E' and 6H = Hyo; — H', the conditions
(19.13.3) become,

SE=E+nH, — E!
SH=H-n'E.—H'

ZXO0E=0, on M

N (19.13.7)

ZXOH=0, on A

The fields S E,  H satisfy the source-free Maxwell’s equations in z > 0,
VXS8E=—jwudH, VxJ6H=jweSE = VXSH" =—jwe*SE*

from which we obtain the divergence of the complex Poynting vector,

V. (SEx 8H*) = 6H* -V X E— 6E -V x 6H* = —jwu|5H|* + jwe* | SE|*
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Integrating over the right half-space V bounded by the xy plane, M + A, and the
hemisphere S, and applying the divergence theorem, we obtain,

jv [—jcou|5H|? + jowe* | SE|*] v =

=>
=>

N
N

:J 6E><5H*-ﬁdS:J SEXSH* -ndS +
M+A+S« S

M Seo
+I ﬁ><6E-H*dS+J OH* xn-SEdS
M A

The surface integral over S, is zero since the fields decay like e /K" /r = e ~/kerg=kir /3
for large r. The surface integrals over M and A are zero because of Egs. (19.13.7). Thus,
we obtain the following complex-valued condition and its real part,

J [ﬂ'wu|6H|2 +jw€*|6E|2]dV: 0

v (19.13.8)
J [wu1|5H}2 +w61|5E}2]dV =0

v

Since €y, yy are non-negative with at least one of them being non-zero, it follows
from (19.13.8) that 6E = § H = 0, which proves the Babinet principle. An equivalent way
of stating the principle is in terms of the scattered fields, ES = E— E', HS = H— H' of
the original problem, or, ES = E. — Eci, HS = H. — HC", of the complementary problem,

ES = —nH; ES =nH
) and ) (19.13.9)
H* =n"'E, Hf = -n"'E

and, in matrix form,

Bl | E El |E
() -o[&] e [E]-07[2] 01510

In this form, it states that in order to find the scattered fields of the original problem,
one can instead solve the dual complementary problem with inputs chosen as the duals
of the incident fields of the original problem.

As an example, consider the problem of finding the scattered fields ES, HS off a
small circular conducting disk with given incident fields EC", HC". This is complementary
to the problem of diffraction by a small hole whose solution was given by the Bethe-
Bouwkamp model of the previous two sections. Thus, the solution of the scattering
problem is obtained quickly by the following steps,

E! E! E ES
HCI D1 H' Bethe-Bouwkamp H D-! Hg

In particular, the E, H fields at any distance z > 0 are obtained from (19.12.29),
the near-fields from (19.12.32), and the far-fields from (19.11.32)-(19.11.35). The re-
quired Bethe-Bouwkamp A, B, C parameters of (19.11.9) depend on E}, H, H, which are
obtained from the duality transformation, E/ = nHZ, H' = —n~'E., or,

) ) ) 1 . ) 1 .
E'z:nH’Cz: H;z_EE'cxr H;z_EElcy
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In the radiation zone, the fields map as follows via Eq. (19.13.9), first, for the circular
aperture as in (19.11.40), in spherical coordinates,

4a3k? i . 1 . —jkr
Eg =nHg = 631” (nH; sin¢ — nH,, cos ¢ — §E'Z sin9> €
(19.13.11)
4a3k2 ; . e—jkr
E4 =—nHp = = (nHy cos ¢ + nHy sin ¢) cos 6 .
second, for the scattered fields of the circular disk,
. 4a3k? . - 1 e Jkr
Ely = —nHy = T (—E’Cx sin¢ + Eg, cos ¢ — 5 nH., sme)
(19.13.12)
s s 4a’k? i [ eIk
co = NHig = (Eix cos ¢ + Ef,, sin ) cos 0

31T ¥

More generally, we can show that Egs. (19.13.10) satisfy the required integral equa-
tions. In fact, Eqs. (19.9.13) for the original problem and (19.9.22) for the complementary
problem are essentially the same. Indeed, we have for the two problems,

on the aperture, A \ on the conductor, M. = A

K’F°+V (V. -F%=—jknH. | K2PA2+V (V- AQ)= —jkn~'El,  (19.13.13)

2-V, xFY=E] 2-V, xA)=-HL,

where F°, A? are defined as follows, with Ry = |r, — ¥/|,and r, € A,

FO(r) =2 | (2% E.(r,0)]G (Ro) d*r!
A
(19.13.14)
Al(r.) =2 J [2x HE, (r/,07)]G (Ro) d2r!
Mc=A
But if we set, HS = —n~'E, and, E! = —nH', H! = n~'E’, then we recognize that,
Af = —n~1F%, and the two sets of integral equations in (19.13.13) become the same.
There is one minor difference between the aperture and the complementary scatter-
ing problem, namely, the transmission cross-section of the former is half as large as the
scattering cross-section of the latter.
In both cases, the cross-section is defined as the ratio of the radiated power to the
magnitude of the Poynting vector of the incident fields, as in Eq. (19.11.53),
Prad

7= pi [Pl = %Re[fixHi*] (19.13.15)

The duality transformations between the two problems imply that the radiation in-
tensity, dP/d, as well as |P | will be the same in the two problems, but the radiated
power of the scattering problem is defined by integrating dP/d( over the entire sphere,
whereas in the aperture case it is integrated over half of that, i.e., the right hemisphere.
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Scalar Babinet Principle

The Babinet principle for scalar fields [638,1287] is more straightforward than the elec-
tromagnetic version, as it involves the same (rather than dual) incident fields on the
original and complementary screens.

It can be proved quickly within the Kirchhoff approximation of Eq. (19.1.15). The
screens are depicted in Fig. 19.13.1, except that now M, M are simply absorbing screens.
With the field E' incident from the left, the Rayleigh-Sommerfeld diffraction integrals
for the original and complementary apertures, are,
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with R = /|[r. —r/|2+ 7% and z > 0. Adding these up and invoking the Rayleigh-

Sommerfeld integral for the field E' itself relative to the entire xy-plane, we obtain,
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These operations are depicted in Fig. 19.13.2. Thus the scalar Babinet principle is,

(scalar Babinet principle) (19.13.17)

19.14 Problems

19.1 The following two expressions were derived for the radiated electric field, first in Eq. (19.6.1)
using the stationary-phase method, and second in Eq. (19.11.23) applying the radiation field
approximation to the Smythe formula,
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where k = k #. Show that these two expressions are equivalent.

19.2 Prove Eq. (19.11.48), and then show that if both terms are kept, the radiated power calculated
by (19.11.50) will be given by,
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where the term D depends on the derivatives of the incident fields at the origin,
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19.3 Derive Egs. (19.11.58)-(19.11.63) regarding an incident plane wave on a circular aperture.

19.4 Using the 2-D transform (19.12.12), and differentiating both sides with respect to ky, ky,
derive the following transforms,
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where o, B = 1,2. Then, derive the 2-D transforms in Egs. (19.12.11).



