Abstract—Spectrum sharing enables radar and communication systems to share the spectrum efficiently by minimizing mutual interference. Recently proposed multiple input multiple output radars based on sparse sensing and matrix completion (MIMO-MC), in addition to reducing communication bandwidth and power as compared to MIMO radars, offer a significant advantage for spectrum sharing. The advantage stems from the way the sampling scheme at the radar receivers modulates the interference channel from the communication system transmitters, rendering it symbol dependent and reducing its row space. This makes it easier for the communication system to design its waveforms in an adaptive fashion so that it minimizes the interference to the radar subject to meeting rate and power constraints. Two methods are proposed. First, based on the knowledge of the radar sampling scheme, the communication system transmit covariance matrix is designed to minimize the effective interference power (EIP) to the radar receiver, while maintaining certain average capacity and transmit power for the communication system. Second, a joint design of the communication transmit covariance matrix and the MIMO-MC radar sampling scheme is proposed, which achieves even further EIP reduction.
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I. INTRODUCTION

The operating frequency bands of communication and radar systems often overlap, causing one system to exert interference to the other. For example, the high UHF radar systems overlap with GSM communication systems, and the S-band radar systems partially overlap with Long Term Evolution (LTE) and WiMax systems [2]–[5]. Spectrum sharing is an emerging technology that can be applied to enable radar and communication systems to share the spectrum efficiently by minimizing mutual interference [4]–[14].

In this paper we study spectrum sharing between a special class of collocated MIMO radars and a MIMO communication system. The rationale behind considering a MIMO-type radar system is the high resolution which such systems can achieve with a relatively small number of transmit (TX) and receive (RX) antennas [15]–[18]. A MIMO radar system lends itself to a networked implementation, which is very desirable in both military and civilian applications. A networked radar is a configuration of TX and RX antennas. The TX antennas transmit probing waveforms, and target information is extracted by jointly processing the measurements of all RX antennas. This processing can be done at a fusion center, i.e., a network node endowed with more computational power than the rest of the nodes. Reliable surveillance requires collection, communication and fusion of vast amounts of data from various antennas. This is a power and bandwidth consuming task, which can be especially taxing in scenarios in which the antennas are on battery operated devices and are connected to the fusion center via a wireless link. Recently, MIMO radars using compressive sensing (MIMO-CS) [19]–[22], and MIMO radars via matrix completion (MIMO-MC) [23]–[26] have been proposed to save power and bandwidth on the link between the receivers and the fusion center, thus facilitating the network implementation of MIMO radars. MIMO-MC radars transmit orthogonal waveforms from their multiple TX antennas. Each RX antenna samples the target returns in a pseudo-random sub-Nyquist fashion and forwards the samples to the fusion center, along with the seed of the random sampling sequence. By collecting the samples of all RX antennas, and based on knowledge of each antenna’s sampling scheme, the fusion center constructs a matrix, referred to as the data matrix (see [24] Scheme I), in which only the entries corresponding to sampled times contain non-zero values. Subsequently, the missing entries, corresponding to non-sampled times, are provably recovered via MC techniques. In MIMO-MC radars the interference is confined to the sampled entries of the data matrix, while after matrix completion the target echo power is preserved. Unlike MIMO-CS, MIMO-MC does not require discretization of the target space, thus does not suffer from grid mismatch issues [27].

Spectrum sharing between a MIMO radar and a communication system has been considered in [5]–[9], where the radar interference is eliminated by projecting the radar waveforms onto the null space of the interference channel between the MIMO radar transmitters and the communication system. In [10], a radar receive filter was proposed to mitigate the interference from the communication systems. However, null space projection-type or spatial filtering-type techniques might miss targets aligned with the the interference channel. In general, the existing literature on MIMO radar-communication systems spectrum sharing addresses interference mitigation for either solely the communication system [5]–[9] or solely the radar [10]. While joint design of traditional radar and communication systems for spectrum sharing has been consid-
ered in [4], [13], [14], co-design of MIMO radar and MIMO communication systems for spectrum sharing has not been addressed before, with the exception of our preliminary results in [1], [28]. In practice, however, the two systems are often aware of the existence of each other, and they could share information, which could be exploited for co-design. Recent developments in cognitive radios [29] and cognitive radars [30] could provide the tools for information sharing and channel feedback, thus facilitating the cooperation between radar and communication systems.

Motivated by the cooperative methods in cognitive radio networks [31]–[33], we propose ways via which a MIMO-MC radar and a MIMO communication system, in a cooperative fashion, negotiate spectrum use in order to mitigate mutual interference. In addition to reducing communication bandwidth and power, MIMO-MC radars offer a significant advantage for spectrum sharing. The advantage stems from the way the sampling scheme at the radar receivers modulates the interference channel from the communication system transmitters, rendering it symbol dependent and reducing its row space. This makes it easier for the communication system to design its waveforms in an adaptive fashion so that it minimizes the interference to the radar subject to meeting rate and power constraints. Two methods are proposed. The first method is a cooperative design; for a fixed radar sampling scheme, which is known to the communication system, the communication system optimally selects its precoding matrix to minimize the interference to the radar. The second method is a joint design, whereby the radar sampling scheme as well as the communication system precoding matrix are optimally selected to minimize the interference to the radar. For the first method, an efficient algorithm for solving the corresponding optimization problem is proposed based on the Lagrangian dual decomposition (see Algorithm 1). For the second method, alternating optimization is employed to solve the corresponding optimization problem. The candidate sampling scheme needs to be such that the resulting data matrix can be completed. Recent work [34] showed that for matrix completion, the sampling locations should correspond to a binary matrix with large spectral gap. Since the spectral gap of a matrix is not affected by column and row permutations, we propose to search for the optimum sampling matrix among matrices which are row and column permutations of an initial sampling matrix with large spectral gap.

The paper is organized as follows. Section III introduces the signal model when the MIMO-MC radar and communication systems coexist. The problem of a MIMO communication system sharing the spectrum with a MIMO-MC radar system is studied in Section IV. Numerical results, discussions and conclusions are provided in Section V-VII.

**Notation:** $CN(\mu, \Sigma)$ denotes the circularly symmetric complex Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$. $|\cdot|$, $\text{Tr} (\cdot)$, $\|\cdot\|_*$ and $\|\cdot\|_F$ denote the matrix determinant, trace, nuclear norm and Frobenius norm, respectively. The set $\mathbb{N}^+_L$ is defined as $\{1, \ldots, L\}$, $\mathcal{N}(A)$ and $\mathcal{R}(A)$ denote the null and row spaces of matrix $A$, respectively. $A_{i,:}$ and $A_{:,j}$ respectively, denote the $i$-th row and $j$-th column of matrix $A$. $[A]_{i,j}$ denotes the element on the $i$-th row and $j$-th column of matrix $A$.

A. $x^+$ is defined as $\max(0, x)$.

II. BACKGROUND ON MIMO-MC RADARS

Consider a colocated MIMO radar system with $M_{t,R}$ TX antennas and $M_{r,R}$ RX antennas. The targets are in the far-field of the antennas and are assumed to fall in the same range bin. The radar operates in two phases; in the first phase the TX antennas transmit waveforms and the RX antennas receive target returns, while in the second phase, the RX antennas forward their measurements to a fusion center. In each pulse, the $m$-th, $m \in \mathbb{N}^+_L$, antenna transmits a coded waveform containing $L$ symbols $\{s_m(1), \ldots, s_m(L)\}$ of duration $T_R$ each. Each RX antenna samples the target returns every $T_R$ seconds, i.e., samples each symbol exactly once. Following the model of [23]–[25], the data matrix at the fusion center can be formulated as

$$
Y_R = \gamma \rho D S + W_R,
$$

(1)

where the $m$-th row of $Y_R \in \mathbb{C}^{M_{t,R} \times L}$ contains the $L$ samples forwarded by the $m$-th antenna; $\gamma$ and $\rho$ respectively denote the path loss corresponding to the range bin of interest, and the radar transmit power; $D \in \mathbb{C}^{M_{t,R} \times M_{t,R}}$ denotes the target response matrix, which depends on the target reflectivity, angle of arrival and target speed (details can be found in [24]); $S = [s(1), \ldots, s(L)]$, with $s(l) = [s_1(l), \ldots, s_{M_{t,R}}(l)]^T$ being the $l$-th snapshot across the transmit antennas. The transmit waveforms are assumed to be orthogonal, i.e., it holds that $SS^H = I$ [24]; $W_R$ denotes additive noise. After matched filtering at the fusion center, target estimation can be performed based on $Y_R$ via standard array processing schemes [35].

If the number of targets is smaller than $M_{t,R}$ and $L$, matrix $DS$ is low-rank and can be provably recovered based on a subset of its entries [24], [26]. This observation gave rise to MIMO-MC radars [23]–[26], where each RX antenna subsamples the target returns and forwards the samples to the fusion center. The sampling scheme could be a pseudo-random sequence of integers in $[1, L]$, with the fusion center knowing the random seed of each RX antenna. In MIMO-MC radars, the partially filled data matrix at the fusion center can be mathematically expressed as [24] Scheme I

$$
\Omega \circ Y_R = \Omega \circ (\gamma \rho DS + W_R),
$$

(2)

where $\circ$ denotes Hadamard product and $\Omega$ is a matrix containing 0’s and 1’s; the 1’s in the $m$-th row correspond to the sampled symbols of the $m$-th TR antenna. The sub-sampling rate, $p$, equals $\|\Omega\|_0/(LM_{t,R})$. When $p = 1$, the $\Omega$ matrix is filled with 1’s, and the MIMO-MC radar is identical to the traditional MIMO radar. At the fusion center, the completion of $\gamma \rho DS$ is formulated as the following problem [36]

$$
\min_{M} \|M\|_* \quad \text{s.t.} \quad \Omega \circ M - \Omega \circ Y_R \|_F \leq \delta, \quad (3)
$$

where $\delta > 0$ is a parameter related to the noise over the sampled noise matrix entries, i.e., $\Omega \circ W_R$. On denoting by $M$ the solution of (3), the recovery error $\|M - \gamma \rho DS\|_F$ is determined by the noise power in $\Omega \circ W_R$, i.e., the noise enters only through the sampled entries of the data matrix. It is
important to note that, assuming that the reconstruction error is small, the reconstructed \( M \) has the same received target echo power as \( \gamma \rho \text{DS} \) of (1).

Early studies on matrix completion theory suggested that the low-rank matrix reconstruction requires that the entries are sampled uniformly at random. However, recent works [34] showed that non-uniform sampling would still work, as long as the sampling matrix has large spectral gap (i.e., large gap between the largest and second largest singular values).

\[
\text{III. System Model}
\]

Consider a MIMO communication system which coexists with a MIMO-MC radar system as shown in Fig. 1, sharing the same carrier frequency. The MIMO-MC radar operates in two phases, i.e., in Phase 1 the RX antennas obtain measurements of the target returns, and in Phase 2, the RX antennas forward the obtained samples to a fusion center. The communication system interferes with the radar system during both phases. In the following, we will address spectrum sharing during the first phase only. The interference during the second phase can be viewed as the interference between two communication systems; addressing this problem has been covered in the literature [31], [32].

Suppose that the two systems have the same symbol rate and are synchronized in terms of sampling times (see Section V for the mismatched case). We do not assume perfect carrier phase synchronization between the two systems. The data matrix at the radar fusion center, and the received matrix at the communication RX antennas during \( L \) symbol durations can be respectively expressed as

\[
\text{Radar fusion center:}
\]

\[
\Omega \circ Y_R = \Omega \circ (\gamma \rho \text{DS}) + \Omega \circ (G_X \Lambda_2) + \Omega \circ W_R, \quad (4a)
\]

\[
\text{Communication receiver:}
\]

\[
Y_C = HX + (G_1 \Lambda_1) + W_C, \quad (4b)
\]

where

- \( Y_R, \rho, D, S, W_R, \) and \( \Omega \) are defined in Section II.
- \( X \triangleq [x(1), \ldots, x(L)]; x(l) \in \mathbb{C}^{M_t \times 1} \) denotes the transmit vector by the communication TX antennas during the \( l \)-th symbol duration. The rows of \( X \) are codewords from the code-book of the communication system.
- \( W_C \) and \( W_R \) denote the additive noise; their elements are assumed to be independent identically distributed as \( \mathcal{CN}(0, \sigma^2) \) and \( \mathcal{CN}(0, \sigma^2_R) \), respectively.
- \( H \in \mathbb{C}^{M_r \times M_t} \) denotes the communication channel, where \( M_r \) and \( M_t \) denote respectively the number of RX and TX antennas of the communication system; \( G_1 \in \mathbb{C}^{M_r \times M_t} \) denotes the interference channel from the radar TX antennas to the communication system RX antennas; \( G_2 \in \mathbb{C}^{M_r \times M_t} \) denotes the interference channel from the communication TX antennas to the radar RX antennas. All channels are assumed to be flat fading and remain the same over \( L \) symbol intervals [5], [6], [8], [31].
- \( \Lambda_1 \) and \( \Lambda_2 \) are diagonal matrices. The \( l \)-th diagonal entry of \( \Lambda_1 \), i.e., \( e^{j\alpha l_{\text{MC}}/2} \), denotes the random phase offset between the MIMO-MC radar carrier and the communication receiver reference carrier at the \( l \)-th sampling time. The \( l \)-th diagonal entry of \( \Lambda_2 \), i.e., \( e^{j\alpha l_{\text{MC}}/2} \), denotes the random phase offset between the communication transmitter carrier and the MIMO-MC radar reference carrier at the \( l \)-th sampling time. The phase offsets arise due to random phase jitter of the radar oscillator and the oscillator at the communication receiver Phase-Locked Loops. In the literature [37]–[39], the phase jitter of oscillator \( \alpha(t) \) is modeled as a zero-mean Gaussian process. In this paper, we model \( \{\alpha(t)\}_{t=1}^L \) as a sequence of zero-mean Gaussian random variables with variance \( \sigma^2_\alpha \). Modern CMOS oscillators exhibit very low phase noise, e.g., \(-94 \text{ dBc/Hz} \) at an offset of \( 2\pi \times 1 \text{ MHz} \), which yields phase jitter variance \( \sigma^2_\alpha \approx 2.5 \times 10^{-3} \) [40].

The following assumptions are made:

- About the synchronization of sampling times- In the above model, we assume that the radar receivers and the communication system sample in a time synchronous manner. Although this assumption is later relaxed in Section V, we next provide an example of radar and communication parameter settings suggesting that the aforementioned assumption is applicable in real world systems. The typical range resolution for an S-band search and acquisition radar is between \( 100 \text{ m} \) and \( 600 \text{ m} \) [41], [42]. Thus, for range resolution of \( cT_b/2 = 300 \text{ m} \), where \( c = 3 \times 10^8 \text{ m/s} \) denotes the speed of light, the radar sub-pulse duration is \( T_b = 2 \mu\text{s} \).

- About channel fading- We assume that \( H, G_1, \) and \( G_2 \) are flat fading, which is valid when the channel coherence bandwidth is larger than the signal bandwidth [44]–[46], i.e., when the transmitted signals are narrowband. Consider the symbol interval value \( 2\mu\text{s} \) and signal bandwidth 0.5 MHz given above. In a LTE macro-cell, the coherence bandwidth is in the order of 1 MHz [43], [47]. The typical values of LTE channel coherence bandwidth are much...
larger than the signal bandwidth of 0.5 MHz, thus making the flat fading channel assumption valid. Since the radar and communication systems use the same carrier and signal bandwidth, the flat fading assumption is valid for all $\mathbf{H}$, $\mathbf{G}_1$ and $\mathbf{G}_2$. In the radar–communication system coexistence literature [5]–[9], the flat fading assumption is quite typical. If the narrowband assumption is not valid then perhaps one could consider an OFDM scenario, where the flat fading model would apply on each carrier [13], [14].

- **About channel information feedback-** The channels $\mathbf{H}$ and $\mathbf{G}_2$ are also assumed to be perfectly known at the communication TX antennas. In practice, such channel information can be obtained at the radar RX antennas through the transmission of pilot signals [5], [48]. Viewing the radar system as the primary user of a cognitive radio system and the MIMO communication system as the secondary user, techniques similar to those of [31]–[33], [49] can be used to estimate and feed back the channel information between the primary and secondary systems.

Let $\mathbf{S}_{\text{obs}} \triangleq \rho \mathbf{G}_1 \mathbf{S}$ be the radar interference as viewed by the communication system. This can be obtained during times that the communication system does not transmit. Since the radar transmission power $\rho$ is very high, $\rho \mathbf{G}_1 \mathbf{S}$ can be estimated with high accuracy. Based on $\mathbf{S}_{\text{obs}}$, the communication receivers can eliminate some of the interference via direct subtraction. However, due to the high power of the radar [3] and the unknown phase offset, there will always be residual interference, i.e.,

$$\rho \mathbf{G}_1 \mathbf{S} (\mathbf{A}_1 - 1) \approx \rho \mathbf{G}_1 \mathbf{S} \mathbf{A}_\alpha \equiv \mathbf{S}_{\text{obs}} \mathbf{A}_\alpha,$$

(5)

where $\mathbf{A}_\alpha = \text{diag}(j\alpha_{11}, \ldots, j\alpha_{1L})$, and the approximation is based on the fact that $\{\alpha_{1l}\}_{l=1}^L$ are small. In the above, we assume that the radar waveforms have not changed between the radar transmission power $\rho$ and channel capacity, and the interference power at the communication TX antennas and the radar sub-sampling scheme, so that we minimize the interference at the radar RX antennas for successful matrix completion, while satisfying certain communication system rate requirements.

IV. SPECTRUM SHARING BETWEEN MIMO-MC RADAR AND A MIMO COMMUNICATION SYSTEM

First, let us provide expressions for the communication TX power and channel capacity, and the interference power at the MIMO-MC radar receiver. The total transmit power of the communication TX antennas equals

$$\mathbb{E}\{\text{Tr}(\mathbf{X}\mathbf{X}^H)\} = \mathbb{E}\left\{\text{Tr}\left(\sum_{l=1}^L \mathbf{x}(l)\mathbf{x}^H(l)\right)\right\} = \sum_{l=1}^L \text{Tr} (\mathbf{R}_{cdl}),$$

(6)

Due to the sampling performed at the MIMO-MC radar receiver, the **effective interference power (EIP)** at the radar RX nodes can be expressed as:

$$\text{EIP} \triangleq \mathbb{E}\left\{\text{Tr}\left(\mathbf{G}_1 \mathbf{S}_{\text{obs}} \mathbf{A}_\alpha \right)\right\}$$

$$= \mathbb{E}\left\{\text{Tr}\left(\mathbf{G}_1 \mathbf{x}(1) \mathbf{A}_\alpha \mathbf{G}_1^H\mathbf{x}(1)^H\right)\right\}$$

$$= \sum_{l=1}^L \text{Tr} (\Delta_l \mathbf{G}_1 \mathbf{G}_1^H) = \sum_{l=1}^L \text{Tr} \left(\Delta_l \mathbf{G}_1^H\mathbf{G}_1\right),$$

(7)

where $\mathbf{G}_{2l} \triangleq \Delta_l \mathbf{G}_2$, with $\Delta_l = \text{diag}(\Omega_{l})$. We note that the EIP at sampling time $l$ contains the interference corresponding only to $1$’s in $\Omega_{l}$. Thus, the effective interference channel during the $l$-th symbol duration is $\mathbf{G}_{2l}$. In the following, the EIP is used as the figure of merit for MIMO-MC radars as it affects the performance of matrix completion and further target estimation (see simulation results in Section VI-A). Before matrix completion and any target estimation, the EIP should be minimized. From another perspective, the EIP is a reasonable surrogate of the radar SINR, which is widely used as figure...
of merit in the literature [52], [53], as in this paper we do not assume any prior information on target parameters.

In the coexistence model of (4a) and (6), both the effective interference channel $G_{2l}$ and the interference covariance matrix at the communication receiver, i.e., $R_{\text{int}} \triangleq \sigma^2_x^2 S_{\text{obs}}(l) S_{\text{obs}}^H(l)$, vary between sampling times. Thus, the optimum scheme for the communication transmitter would be adaptive/dynamic transmission. A symbol dependent covariance matrix, i.e., $R_{x_l}$, would need to be designed for each symbol duration in order to match the variation of $G_{2l}$ and $R_{\text{int}}$.

The channel $G_{2l}$ can be equivalently viewed as a fast fading channel with perfect channel state information at both the transmitter and receiver [45], [54]. Similar to the definition of ergodic capacity [54], the achieved capacity is the average over $L$ symbols, i.e.,

$$C_{\text{avg}}(\{R_{x_l}\}) \triangleq \frac{1}{L} \sum_{l=1}^{L} \log_2 \left| I + R_{w_l}^{-1} HR_{x_l} H^H \right|,$$  

where $\{R_{x_l}\}$ denotes the set of all $R_{x_l}$'s and $R_{w_l} \triangleq R_{\text{int}} + \sigma^2_x^2 I$ for all $l \in \mathbb{N}_L$.

The adaptive transmission could be implemented using the V-BLAST transmitter architecture [45, Chapter 7], where the precoding matrix for symbol index $l$ is set to $R_{x_l}^{1/2}$. This idea is also used in the transceiver architecture for achieving the capacity of a fast fading MIMO channel with full channel state information [45, Chapter 8.2.3], and is also discussed in [46, Chapter 9].

In our paper, the latter issue is not relevant because the channel variations are introduced by the MC technique and radar waveforms, which are available at the communication transmitter.

In this section, spectrum sharing between the communication system and the MIMO-MC radar is achieved by minimizing the interference power at the MIMO-MC radar RX node, while satisfying the communication rate and TX power constraints of the communication system. The design variables are the communication TX covariance matrices and/or the radar sub-sampling scheme. In the following we will consider two approaches, namely, a cooperative and a joint design approach.

A. Cooperative Spectrum Sharing

In the cooperative approach, the MIMO-MC radar shares its sampling scheme $\Omega$ with the communication system. The spectrum sharing problem can be formulated as

$$\min_{\{R_{x_l}\} \geq 0} \text{EIP}(\{R_{x_l}\}) \text{ s.t.} \sum_{l=1}^{L} \text{Tr}(R_{x_l}) \leq P_t \tag{9a}$$

$$C_{\text{avg}}(\{R_{x_l}\}) \geq C, \tag{9b}$$

where the constraint of (9a) restricts the total transmit power at the communication TX antennas to be no larger than $P_t$. The constraint of (9b) restricts the communication average capacity during $L$ symbol durations to be at least $C$, in order to provide reliable communication and avoid service outage. $\{R_{x_l}\} \geq 0$ imposes the positive semi-definiteness on the solution.

Problem (P_1) is convex and involves multiple matrix variables, the joint optimization with respect to which requires high computational complexity. Fortunately, we observe that both the objective and constraints are separable functions of $\{R_{x_l}\}$. An efficient algorithm for solving the above problem can be implemented based on the Lagrangian dual decomposition [55] as follows.

1) An Efficient Algorithm Based on Dual Decomposition:

The Lagrangian of (P_1) can be written as

$$\mathcal{L}(\{R_{x_l}\}, \lambda_1, \lambda_2) = \text{EIP}(\{R_{x_l}\}) + \lambda_2 (C - C_{\text{avg}}(\{R_{x_l}\}))$$

$$+ \lambda_1 \left( \sum_{l=1}^{L} \text{Tr}(R_{x_l}) - P_t \right),$$

where $\lambda_1 \geq 0$ is the dual variable associated with the transmit power constraint, and $\lambda_2 \geq 0$ is the dual variable associated with the average capacity constraint.

The dual problem of (P_1) is

$$(P_{1-D}) \max_{\lambda_1, \lambda_2 \geq 0} g(\lambda_1, \lambda_2),$$

where $g(\lambda_1, \lambda_2)$ is the dual function defined as

$$g(\lambda_1, \lambda_2) = \inf_{\{R_{x_l}\} \geq 0} \mathcal{L}(\{R_{x_l}\}, \lambda_1, \lambda_2).$$

The domain of the dual function, i.e., dom $g$, is $\lambda_1, \lambda_2 \geq 0$ such that $g(\lambda_1, \lambda_2) > -\infty$. It is also called dual feasible if $(\lambda_1, \lambda_2) \in \text{dom} g$. It is interesting to note that $g(\lambda_1, \lambda_2)$ can be obtained by solving $L$ independent subproblems, each of which can be written as follows

$$(P_{1-sub}) \min_{R_{x_l} \geq 0} \text{Tr} \left( (G_{2l}^H \Delta G_{2l} + \lambda_1 I) R_{x_l} \right)$$

$$- \lambda_2 \log_2 \left| I + R_{w_l}^{-1} HR_{x_l} H^H \right|.$$  

Before giving the solution of (P_{1-sub}), let us first state some observations.

Observation 1) The average capacity constraint should be active at the optimal point. This means that the achieved capacity is always $C$ and $\lambda_2 > 0$. To show this, let us assume that the optimal point $\{R_{x_l}^*\}$ achieves $C_{\text{avg}}(\{R_{x_l}^*\}) > C$. Then we can always shrink $\{R_{x_l}^*\}$ until the average capacity reduces to $C$, which would also reduce the objective. Thus, we end up with a contradiction. By complementary slackness, the corresponding dual variable is positive, i.e., $\lambda_2 > 0$.

Observation 2) $(G_{2l}^H \Delta G_{2l} + \lambda_1 I)$ is positive definite for all $l \in \mathbb{N}_L$. This can be shown by contradiction. Suppose that there exists $l$ such that $G_{2l}^H \Delta G_{2l} + \lambda_1 I$ is singular. Then it must hold that $G_{2l}^H \Delta G_{2l}$ is singular and $\lambda_1 = 0$. Therefore, we can always find a nonzero vector $v$ lying in the null space of $G_{2l}^H \Delta G_{2l}$. At the same time, it holds that $R_{w_l}^{-1/2} H v \neq 0$ with very high probability, because $H$ is a realization of the random channel. If we choose $R_{x_l} = \alpha v v^H$ and $\alpha \to \infty$, the Lagrangian $\mathcal{L}(\{R_{x_l}\}, 0, \lambda_2)$ will be unbounded from below, which indicates that $\lambda_1 = 0$ is not dual feasible. This means that $\lambda_1$ is strictly larger than 0 if $G_{2l}^H \Delta G_{2l}$ is singular for any $l$. Thus, the claim is proven.
Based on the above observations, we have the following lemma.

**Lemma 1** ([32], [33]). For given feasible dual variables \( \lambda_1, \lambda_2 \geq 0 \), the optimal solution of (P1-sub) is given by

\[
\mathbf{R}_{\text{el}}^*(\lambda_1, \lambda_2) = \Phi_t^{-1/2} \mathbf{U}_t \Sigma_t \mathbf{U}_t^H \Phi_t^{-1/2},
\]

where \( \Phi_t \triangleq G_t^H \Delta_t G_t + \lambda_1 \mathbf{I} \); \( \mathbf{U}_t \) is the right singular matrix of \( \mathbf{H}_t \); \( \Sigma_t = \text{diag}(\beta_t, \ldots, \beta_t) \) with \( \beta_t = (\lambda_2 - 1/\sigma_t^2)^+, \) \( \Delta_t \) and \( \mathbf{H}_t \) respectively being the rank and the positive singular vales of \( \mathbf{H}_t \). It also holds that

\[
\log_2 |I + \mathbf{R}_{\text{el}}^{-1} \mathbf{H} \mathbf{R}_{\text{el}}^{-1} \mathbf{H}^H| = \sum_{i=1}^r (\log(\lambda_2 \sigma_t^2))^+. \tag{12}
\]

Based on Lemma 1, the solution of (P1) can be obtained by finding the optimal dual variables \( \lambda_1^*, \lambda_2^* \). The cooperative spectrum sharing problem (P1) can be solved via the procedure outlined in Algorithm 1. The convergence of Algorithm 1 is guaranteed by the convergence of the ellipsoid method [56].

**Algorithm 1 Cooperative Spectrum Sharing (P1)**

1: **Input:** \( \mathbf{H}, \mathbf{G}_1, \mathbf{G}_2, \Omega, \mathbf{P}_t, C, \sigma_t^2 \)
2: **Initialization:** \( \lambda_1 \geq 0, \lambda_2 \geq 0 \)
3: **repeat**
4: \( \quad \) Calculate \( \mathbf{R}_{\text{el}}^*(\lambda_1, \lambda_2) \) according to (11) with the given \( \lambda_1 \) and \( \lambda_2 \);
5: \( \quad \) Compute the subgradient of \( g(\lambda_1, \lambda_2) \) as \( \sum_{l=1}^L \text{Tr}(\mathbf{R}_{\text{el}}^*(\lambda_1, \lambda_2)) - \mathbf{P}_t \) and \( C - C_{\text{avg}}(\{\mathbf{R}_{\text{el}}^*(\lambda_1, \lambda_2)\}) \) respectively for \( \lambda_1 \) and \( \lambda_2 \);
6: \( \quad \) Update \( \lambda_1 \) and \( \lambda_2 \) accordingly based on the ellipsoid method [56];
7: **until** \( \lambda_1 \) and \( \lambda_2 \) converge to a prescribed accuracy.
8: **Output:** \( \mathbf{R}_{\text{el}}^* = \mathbf{R}_{\text{el}}^*(\lambda_1^*, \lambda_2^*) \)

Based on Lemma 1, the coexistence model can be equivalently viewed as a fast fading MIMO channel \( \mathbf{H}_t \). The covariance of the waveforms transmitted on \( \mathbf{H}_t \) is \( \mathbf{R}_{\text{el}} \triangleq \Phi_t^{-1/2} \mathbf{R}_t \Phi_t^{-1/2} \). It is well-known that the optimum \( \mathbf{R}_{\text{el}} \) equals \( \mathbf{U}_t \Sigma_t \mathbf{U}_t^H \) with power allocation obtained by the water-filling algorithm [54]. The achieved capacity is the average over all realization of the channel, i.e., \( \{\mathbf{H}_t\}_{t=1}^T \). This justifies the definition of average capacity in (8). Lemma 1 shows that the communication transmitter will allocate more power to directions determined by the left singular vectors of \( \mathbf{H} \) corresponding to larger eigenvalues and by the eigenvectors of \( \Phi_t \) corresponding to smaller eigenvalues. In other words, the communication transmitter will transmit more power in directions that convey larger signal at the communication receivers and smaller interferences to the MIMO-MC radars.

2) Spectrum Sharing without knowledge of the radar’s sampling scheme: If the MIMO-MC radar does not share \( \Omega \) with the communication system, the expression of EIP of (7) is also not available at the communication system. In this case, the communication system can design its covariance assuming that \( \Omega \) is full of 1’s, i.e., for the worst case of interference

\[
(\mathbf{P}_0) \min_{\{\mathbf{R}_{\text{el}}\} \geq 0} \sum_{l=1}^L \text{Tr}(\mathbf{G}_2 \mathbf{R}_{\text{el}} \mathbf{G}_2^H)
\]

\[
\text{s.t.} \sum_{l=1}^L \text{Tr}(\mathbf{R}_{\text{el}}) \leq P_t, C_{\text{avg}}(\{\mathbf{R}_{\text{el}}\}) \geq C. \tag{13}
\]

The same design would hold for the case in which a traditional MIMO radar is used instead of a MIMO-MC radar. Problem (P0) is also convex and has exactly the same constraints as (P1). The efficient algorithm based on the dual decomposition technique in Algorithm 1 could also be applied to solve (P0).

The following theorem compares the minimum EIP achieved by the cooperative approaches of (P0) and (P1) under the same communication constraints.

**Theorem 1.** For any \( P_t \) and \( C \), the EIP achieved by the cooperative approaches of (P1) is less or equal than that achieved by the approach of (P0).

**Proof:** Let \( \{\mathbf{R}_{\text{el}}^{*1}\} \) and \( \{\mathbf{R}_{\text{el}}^{*0}\} \) denote the solution of (P0) and (P1), respectively. We know that \( \{\mathbf{R}_{\text{el}}^{*0}\} \) satisfies the constraints in (P1), which means that \( \{\mathbf{R}_{\text{el}}^{*0}\} \) is a feasible point of (P1). The optimal \( \{\mathbf{R}_{\text{el}}^{*1}\} \) achieves an objective value no larger than any feasible point, including \( \{\mathbf{R}_{\text{el}}^{*0}\} \). It holds that \( \text{EIP}(\{\mathbf{R}_{\text{el}}^{*1}\}) \leq \text{EIP}(\{\mathbf{R}_{\text{el}}^{*0}\}) \), which proves the claim.

There are certain scenarios in which (P1) outperforms (P0) significantly in terms of EIP. Let us denote by \( \phi_1 \) the intersection of null space \( \mathcal{N}(\mathbf{G}_2) \) and range space \( \mathcal{R}(\mathbf{R}_{\text{el}}^{1/2}) \), and by \( \phi_2 \) the intersection of null space \( \mathcal{N}(\mathbf{G}_2) \) and range space \( \mathcal{R}(\mathbf{R}_{\text{el}}^{1/2}) \). It holds that \( \phi_2 \subseteq \phi_1 \). Consider the case where \( \phi_1 \) is nonempty while \( \phi_2 \) is empty. This happens with high probability when \( M_{t,R} \geq M_{t,C} \) but \( pM_{t,R} \) is much smaller than \( M_{t,C} \). Problem (P1) will guide the communication system to focus its transmission power along the directions in \( \phi_1 \) to satisfy both communication system constraints, while introducing zero EIP to the radar system. On the other hand, since \( \phi_2 \) is empty, Problem (P0) will guide the communication system transmit power along directions that introduce nonzero EIP. In other words, the sub-sampling procedure in the MIMO-MC radar essentially modulates the interference channel from the communication transmitter to the radar receiver by multiplying \( \{\Delta_t\} \). Compared to the original interference channel \( \mathbf{G}_2 \), the dimension of the row space of modulated channel \( \mathbf{G}_{2l} \) may be greatly reduced. The cooperative approach allows the communication system to optimally design the communication precoding matrices with respect to the effective interference channel \( \mathbf{G}_{2l} \). Therefore, it is expected that the cooperative approach based on the knowledge of \( \Omega \), i.e., (P1), introduces smaller EIP than its counterpart approach without knowledge of \( \Omega \), i.e., (P0), does under the same communication constraints.

**B. Joint Communication and Radar System Design for Spectrum Sharing**

In the above described spectrum sharing strategies, the MIMO-MC radar operates with a predetermined pseudo random sampling scheme. In this section, we consider a joint
design of the communication system transmit covariance matrices and the MIMO-MC radar random sampling scheme, i.e., \( \Omega \). The candidate sampling scheme needs to ensure that the resulting data matrix can be completed. This means that \( \Omega \) is either a uniformly random sub-sampling matrix [36], or a matrix with a large spectral gap [34].

Recall that EIP = \( \sum_{l=1}^{L} \text{Tr} (\Delta_l G_2 R_{xl} G_2^H) \). The joint design scheme is formulated as

\[
(P_2) \begin{array}{l}
\min_{\{ R_{xl}\} \geq 0, \Omega} \sum_{l=1}^{L} \text{Tr} (\Delta_l G_2 R_{xl} G_2^H) \\
\text{s.t. } \sum_{l=1}^{L} \text{Tr} (R_{xl}) \leq P_t, C_{\text{avg}}(\{ R_{xl}\}) \geq C,
\end{array}
\]

\[
\Delta_l = \text{diag}(\Omega, 1), \Omega \text{ is proper.}
\]

The above problem is not convex. A solution can be obtained via alternating optimization. Let \( \{ R_{xl}\} \), \( \Omega^n \) be the variables at the \( n \)-th iteration. We alternatively solve the following two problems:

\[
\Omega^n = \arg \min_{\Omega} \text{Tr}(\Omega^T Q^n) \quad \text{s.t. } \Omega \text{ is proper},
\]

where the \( l \)-th column of \( Q^n \) contains the diagonal entries of \( G_2 R_{xl} G_2^H \). Based on the above reformulation of EIP, we can rewrite (14b) as

\[
\Omega^n = \arg \min_{\Omega} \text{Tr}(\Omega^T Q^n) \quad \text{s.t. } \Omega \text{ is proper},
\]

where the \( l \)-th column of \( Q^n \) contains the diagonal entries of \( G_2 R_{xl} G_2^H \). Therefore, the EIP can be reduced by carefully choosing \( \Omega \). Recall that the sampling matrix \( \Omega \) is proper either if it is a uniformly random sampling matrix, or it has large spectral gap. However, it is difficult to incorporate such conditions in the above optimization problem.

Noticing that row and column permutation of the sampling matrix would not affect its singular values and thus the spectral gap, we propose to optimize the sampling scheme by permuting the rows and columns of an initial sampling matrix \( \Omega^0 \), i.e.,

\[
\Omega^n = \arg \min_{\Omega} \text{Tr}(\Omega^T Q^n) \quad \text{s.t. } \Omega \in \phi(\Omega^0),
\]

where \( \phi(\Omega^n) \) denotes the set of matrices obtained by arbitrary row and/or column permutations. The \( \Omega^0 \) is generated with binary entries and \( [pL, M_{r, R}] \) ones. One good candidate for \( \Omega^0 \) would be a uniformly random sampling matrix, as such matrix exhibit large spectral gap with high probability [34]. Brute-force search can be used to find the optimal \( \Omega \). However, the complexity is very high since \( |\phi(\Omega^n)| \approx \Theta(M_{r, R} L!!) \). By alternately optimizing w.r.t. row permutation and column permutation on \( \Omega^0 \), we can solve (16) using a sequence of linear assignment problems [57].

To optimize w.r.t. column permutation, we need to find the best one-to-one match between the columns of \( \Omega^0 \) and the columns of \( Q^n \). We construct a cost matrix \( C^e \in \mathbb{R}^{L \times L} \) with \( [C^e]_{ml} = \Omega^0_{ml}^T Q^n_l \). The problem turns out to be a linear assignment problem with cost matrix \( C^e \), which can be solved in polynomial time using the Hungarian algorithm [57]. Let \( \Omega^c \) denote the column-permuted sampling matrix after the above step. Then, we permute the rows of \( \Omega^c \) to optimally match the rows of \( Q^n \). Similarly, we construct a cost matrix \( C^e \in \mathbb{R}^{M_{r, R} \times M_{r, R}} \) with \( [C^e]_{ml} = \Omega^c_{ml}^T Q^n_l \). Again, the Hungarian algorithm can be used to solve the row assignment problem. The above column and row permutation steps are alternately repeated until \( \text{Tr}(\Omega^* T Q^n) \) becomes smaller than a certain predefined threshold \( \delta_1 \).

The complete joint-design spectrum sharing algorithm is summarized in Algorithm 2. The proposed algorithm stops when the value of EIP changes between two iterations drops below a certain threshold \( \delta_2 \). It is easy to show that the objective function, i.e., EIP, is nonincreasing during the alternating iterations between (14a) and (14b), and is lower bounded by zero. According to the monotone convergence theorem [58], the alternating optimization is guaranteed to converge. The proposed joint-design spectrum sharing strategy is expected to further reduce the EIP at the MIMO-MC radar RX node compared to the cooperative methods in Section IV-C. However, \( P_2 \) has higher computational complexity than (P_1) and (P_0) (see detailed complexity analysis in Section IV-C). (P_1) and (P_0) could be preferable in cases of limited computing resources.

### Algorithm 2 Joint design based spectrum sharing between MIMO-MC radar and a MIMO comm. system

1: Input: \( H, G_1, G_2, P_t, C, \sigma^2, \delta_1, \delta_2 \)
2: Initialization: \( \Omega^0 \) is a uniformly random sampling matrix
3: repeat
4: \{ \( R^n_{xl} \) \} \leftarrow Solve problem (14a) using Algorithm 1 while fixing \( \Omega^{n-1} \)
5: \( \Omega^{prev} \leftarrow \Omega^{n-1} \)
6: loop
7: \( \Omega^e \leftarrow \text{Find the best column permutation of } \Omega^{prev} \text{ by solving the linear assignment problem with cost matrix } C^e \)
8: \( \Omega^c \leftarrow \text{Find the best row permutation of } \Omega^e \text{ by solving the linear assignment problem with cost matrix } C^e \)
9: if \( |\text{Tr}(\Omega^{*T} Q^n) - \text{Tr}(\Omega^{prevT} T Q^n)| < \delta_1 \) then
10: Break
11: end if
12: \( \Omega^{prev} \leftarrow \Omega^* \)
13: end loop
14: \( \Omega^n \leftarrow \Omega^* \quad n \leftarrow n + 1 \)
15: until \( |\text{EIP}^n - \text{EIP}^{n-1}| < \delta_2 \)
16: Output: \( \{ \Omega_{xl} \} = \{ \Omega^n_{xl} \}, \Omega = \Omega^n \)
C. Complexity

The adaptive communication transmission in the proposed spectrum sharing methods has high complexity. A natural question would be how much would one lose by using a sub-optimal transmission approach of constant rate, i.e., $R_{x} = \cdots = R_{x,L} = R_{x}$, which has lower implementation complexity. In such case, the spectrum sharing problem (P$_1$) can be reformulated as

$$
(P'_1) \min_{R_{x} \geq 0} \text{EIP}(R_{x}) \quad \text{s.t.} \quad L \text{Tr}(R_{x}) \leq P_{1}, C_{\text{avg}}(R_{x}) \geq C,
$$

where $\text{EIP}(R_{x}) \triangleq \text{Tr}(\Delta G_{2}R_{x}G_{2}^{H})$ and $\Delta$ is diagonal and with each entry equal to the sum of the entries in the corresponding row of $\Omega$. We can see that (P$_1'$) is much easier to solve because there is only one matrix variable. However, as it will be seen in the simulations of Section VI-B, the constant rate transmission based on solving (9) is inferior to the adaptive transmission based on solving (17).

It is clear that (P$_0$) and (P$_1$) have the same computational complexity, because the objectives and the constraints are similar. If an interior-point method [55] is used directly to the problems, the complexity is polynomial (cubic or slightly higher orders) in the number of real variables in each problem. For both (P$_0$) and (P$_1$), the semidefinite matrix variables $\{R_{x,l}\}$ have $LM_{C}^{2}$ real scalar variables. For the sub-optimal (P$_1'$), there is only one semidefinite matrix variable $R_{x}$, which results in $M_{C}^{2}$ real scalar variables. Therefore, the computational costs of (P$_0$) and (P$_1$) are at least $L^3$ times of that of (P$_1'$), which are prohibitive if $L$ is large. Fortunately, when (P$_0$) and (P$_1$) are solved using Algorithm 1 based on dual decomposition, the computation complexity is greatly reduced and scales linearly with $L$. Furthermore, the overall computation time of (P$_0$) and (P$_1$) using dual decomposition even becomes independent of $L$ and thus equal to that of (P$_1'$) if all $L$ sub-problems (P$_1$-sub) are solved simultaneously in parallel using the same computational routine [31].

To solve (P$_2$), several iterations of solving problems in (14a) and (14b) are required. The computational complexity of (14a) is identical to that of (P$_1$), which has been considered previously. Problem (14b) is in turn solved via several iterations of linear assignment problem, whose complexity cubically scales with $L$. Simulations show that the numbers of both inner and outer iterations in Algorithm 2 are relative small. In summary, the computational complexity of (P$_2$) is the sum of $L$ times of a polynomial of $M_{C}^{2}$ and $O(L^3)$.

V. MISMATCHED SYSTEMS

In Section III, the waveform symbol duration of the radar system is assumed to match that of the communication system. In this section, we consider the mismatched case, and show that the proposed techniques presented in the previous sections can still be applied. Let $f_{s}^{R} = 1/T_{R}$ and $f_{s}^{C}$ denote the radar waveform symbol rate and the communication symbol rate, respectively. Also, let the length of radar waveforms be denoted by $L_{R}$. The number of communication symbols transmitted in the duration of $L_{R}/f_{s}^{R}$ is $L_{C} \triangleq \lceil L_{R}/f_{s}^{C}/f_{s}^{R} \rceil$. The communication average capacity and transmit power can be expressed in terms of $\{R_{x,l}\}_{l=1}^{L_{C}}$ as in Section IV. In the following, we will only focus on the effective interference to the MIMO-MC radar receiver.

If $f_{s}^{R} < f_{s}^{C}$, the interference arrived at the radar receiver will be down-sampled. Let $I_{1} \subset N_{L_{C}}^{+}$ be the set of indices of communication symbols that are sampled by the radar in ascending order. It holds that $|I_{1}| = L_{R}$. Following the derivation in previous sections, we have the following interference power expression:

$$
\text{EIP} = \sum_{l \in I_{1}} \text{Tr}(\Delta_{l}G_{2}R_{x,l}G_{2}^{H}),
$$

where $l' \in N_{L_{R}}^{+}$ is the index of $l$ in ordered set $I_{1}$. We observe that the communication symbols indexed by $N_{L_{C}}^{+} \setminus I_{1}$, which are not sampled by the radar receiver, would introduce zero interference power to the radar system.

If $f_{s}^{R} > f_{s}^{C}$, the interference at the radar receiver will be over-sampled. One individual communication symbol will introduce interference to the radar system in $[f_{s}^{R}/f_{s}^{C}]$ consecutive symbol durations. Let $I_{l}$ be the set of radar sampling time instances during the period of the $l$-th communication symbol. Note that $I_{l}$ is with cardinality $\lceil f_{s}^{R}/f_{s}^{C} \rceil$, and the collection of sets $I_{1}, \ldots, I_{L_{C}}$ is a partition of $N_{L_{R}}^{+}$. The effective interference power for both schemes of MIMO-MC radar is respectively

$$
\hat{\text{EIP}} = \sum_{l=1}^{L_{C}} \text{Tr}(\hat{\Delta}_{l}G_{2}R_{x,l}G_{2}^{H}),
$$

where $\hat{\Delta}_{l} = \sum_{l' \in I_{l}} \Delta_{l'}$. We observe that each individual communication transmit covariance matrix will be weighted by the sum of interference channels for $[f_{s}^{R}/f_{s}^{C}]$ symbol durations instead of one single interference channel.

We conclude that in the above mismatched cases, the EIP expressions have the same form as those in the matched case except the diagonal matrix $\Delta_{l}$. To calculate the corresponding diagonal matrices, the communication system only needs to know the sampling time of the radar system. Therefore, the spectrum sharing problems in such cases can still be solved using the proposed algorithms of Section IV.

VI. NUMERICAL RESULTS

For the simulations, we set the number of symbols to $L = 32$ and the noise variance to $\sigma_{n}^{2} = 0.01$. The MIMO radar system consists of colocated TX and RX antennas forming half-wavelength uniform linear arrays, and transmitting Gaussian orthogonal waveforms [23]. The channel $H$ is taken to have independent entries, distributed as $CN(0,1)$. The interference channels $G_{1}$ and $G_{2}$ are generated with independent entries, distributed as $CN(0,\sigma_{I}^{2})$ and $CN(0,\sigma_{2}^{2})$, respectively. The channels are Rayleigh fading and are consistent with a flat fading model assumption [5]–[9], [31], [32], [44], [45]. We fix $\sigma_{1}^{2} = \sigma_{2}^{2} = 0.01$ unless otherwise stated. The maximum communication transmit power is set to $P_{t} = L$ (the power is normalized w.r.t. the power of radar waveforms). The propagation path from the radar TX antennas to the radar RX antennas via the far-field target introduces a much more severe loss of power, $\gamma^{2}$, which is set to $-30$dB in the simulations. The transmit power of the
radar antennas is fixed to $\rho^2 = \rho_0 \triangleq 1000L/M_{t,R}$ unless otherwise stated, and noise in the received signal is added at SNR = 25dB. The phase jitter variance is taken to be $\sigma_\phi^2 = 10^{-3}$. The same uniformly random sampling scheme $\Omega^0$ is adopted by the radar in both the cooperative spectrum sharing (SS) methods of $(P_0)$ and $(P_1)$. The joint-design spectrum sharing method uses the same sampling matrix as its initial sampling matrix. Recall that $(P_0)$ is the cooperative spectrum sharing method when $\Omega$ is not shared with the communication system. In $(P_0)$, the communication system designs its waveforms by assuming $\Omega$ as the all 1’s matrix. Based on the obtained communication waveforms, an EIP value is calculated for $(P_0)$ using the true $\Omega$ for the ease of comparison. In the following figures, we denote the cooperative spectrum sharing method of $(P_0)$ without knowledge of $\Omega$ by “cooperative SS w/ $\Omega$ unknown”. We denote the cooperative spectrum sharing method of $(P_1)$ by “cooperative SS”; and denote the joint-design spectrum sharing method of $(P_2)$ by “joint-design SS”. The TFOCUS package [59] is used for low-rank matrix completion at the radar fusion center. The communication covariance matrix is optimized according to the criteria of Section IV. The obtained $\hat{R}_{x,t}$ is used to generate $x(l) = R_{x,t}^{1/2} \cdot \text{randn}(M_{t,C}, 1)$. We use the EIP and MC relative recovery error as the performance metrics. The relative recovery error is defined as $\|DS - \hat{DS}\|_F/\|DS\|_F$, where $\hat{DS}$ is the completed result of DS. For comparison, we also implement a “selfish communication” scenario, where the communication system minimizes the transmit power to achieve certain average capacity without any concern about the interferences it exerts to the radar system.

A. The Impact of EIP on Matrix Completion and Target Angle Estimation

In the following we provide simulation results in support of the use of EIP as a design objective. We take $M_{t,R} = 16, M_{r,R} = 32, M_{t,C} = 4, M_{r,C} = 4$. We consider two far-field targets at angle $30^\circ$ and $32.5^\circ$ w.r.t. the radar arrays, with target reflection coefficients equal to $0.2 + 0.1j$. The sub-sampling rate of MIMO-MC radar is fixed to 0.5. We simulate different levels of EIP by setting the communication TX covariance matrices equal to identity matrix and varying a scaling parameter. In Fig. 2, we show the MC relative recovery errors and target angle estimation success rates under different levels of EIP. The angle estimation is achieved by the MUSIC method based on 5 pulses [24]. A success occurs if the angle estimation error is smaller than $0.25^\circ$. The results are calculated based on 200 independent trials. One can see that the EIP indeed greatly affects the matrix completion accuracy and further the target angle estimation. In particular, a 0.5 unit increase of EIP causes a sharp 30% drop of the target angle estimation success rate. Therefore, in order to guarantee the function of the MIMO-MC radar, the EIP has to be maintained at a small level.

B. Spectrum Sharing Based on Adaptive Transmission and Constant Rate Transmission

In this simulation, we compare the performance of the cooperative scheme of $(P_1)$ based on adaptive transmission and the constant rate transmission scheme of $(P'_1)$. We also implement the selfish communication scenario using constant rate transmission. We take $M_{t,R} = 4, M_{r,R} = M_{t,C} = 8, M_{r,C} = 4$, and one far-field stationary target at angle $30^\circ$ w.r.t. the radar arrays, with target reflection coefficient equal

Fig. 2. MC relative recovery errors and target angle estimation success rates under different levels of EIP for the MIMO-MC radar. $M_{t,R} = 16, M_{r,R} = 32, M_{t,C} = 4, M_{r,C} = 4$.
to $0.2 + 0.1j$. For the communication capacity constraint, we consider $C = 12$ bits/symbol. Fig. 3 shows the EIP and MC relative recovery error as functions of the sub-sampling rate at the MIMO-MC radar. We observe that the cooperative scheme of $(P_1)$ (labeled as “Cooperative SS + Adaptive”) achieves much smaller EIP and MC errors than the constant rate transmission scheme of $(P_2)$ (labeled as “Cooperative SS + Const. Rate”) does. It can also be seen that the constant rate transmission scheme is inferior even to the adaptive transmission based selfish communication scheme. This implies that the adaptive transmission technique plays an important role in reducing the EIP and MC errors. In the following, the performance of adaptive transmission based schemes is evaluated in more detail. As we already mentioned in Section II, when the sub-sampling rate $p$ equals 1, the MIMO-MC radar becomes the traditional MIMO radar. Therefore, the above comparison between the adaptive and the constant rate transmission scheme for MIMO-MC radars also holds for traditional MIMO radars.

To get an idea of the complexity involved in the aforementioned simulations, we recorded the CPU times for the various spectrum sharing algorithms executed on a laptop with Intel Core i7 CPU and 8GB memory. Fig. 4 shows the CPU times under different values of waveform length. One can observe that 1) the constant rate algorithms are the fastest and their running times are independent of $L$; 2) the running times of the adaptive rate algorithms, both selfish and cooperative ones, scale linearly with $L$; 3) the joint-design spectrum sharing method takes about 2–3 times of the cooperative spectrum sharing methods’ running time. These observations match our complexity analysis in Section IV-C.

C. Spectrum Sharing between a MIMO-MC radar and a MIMO Communication System

1) Performance under different sub-sampling rates: There is a far-field stationary target at angle $30^\circ$ w.r.t. the radar arrays, with target reflection coefficient equal to $0.2 + 0.1j$. For the communication capacity constraint, we consider $C = 12$ bits/symbol. The sub-sampling rate of MIMO-MC radar varies from 0.2 to 1. The following two scenarios are considered.

In the first scenario, we take $M_{t,R} = 4, M_{r,R} = M_{t,C} = 8, M_{r,C} = 4$. In Fig. 5(a) we plot the EIP results for different realizations of $\Omega^0$. For better visualization, Fig. 5(b) shows the relative recovery errors averaged over all 4 realizations of $\Omega^0$. The cooperative scheme (see $P_1$) outperforms its counterpart without knowledge of $\Omega$ (see $P_0$) in terms of both the EIP and the MC relative recovery error. As discussed in Section IV, the EIP is significantly reduced by the cooperative method when $p < 0.6$, i.e., when $pM_{t,R}$ is much smaller than $M_{t,C}$. The joint-design scheme in this scenario performs the same as the cooperative scheme, possibly because the row dimension of...
\( \Omega \) is too small to generate sufficient difference in EIP among the various permutations of \( \Omega \).

In the second scenario, we take \( M_{t,R} = 16, M_{r,R} = 32, M_{t,C} = 4, M_{r,C} = 4 \). In Fig. 6(a), we plot the EIP corresponding to 4 different realizations of \( \Omega^0 \), taken as uniformly random sampling matrices. Again, Fig. 6(b) shows the relative recovery errors averaged over all 4 realizations of \( \Omega^0 \). The cooperative scheme outperforms the cooperative scheme without knowledge of \( \Omega \) only marginally. This is due to the fact that both \( G_2 \) and \( G_{2l} \) are full rank. The joint-design scheme (see Section IV-B) optimizes \( \Omega \) starting from the same sampling matrix used by the other three methods. In this case, the joint-design scheme achieves smaller EIP and relative recovery errors than the other three methods.

In the above scenarios, we would like \( p \geq 0.5 \) for a small relative recovery error during matrix completion. However, values of \( p > 0.7 \) require more samples while achieving little or even no improvement on the recovery accuracy. Therefore, the optimal range of \( p \) is \([0.5, 0.7]\), where the proposed joint-design scheme significantly outperforms the "selfish communication method" and the "SS method w/o knowledge of \( \Omega \)". We conclude that the proposed co-design based spectrum sharing methods utilize the sub-sampling procedure in the MIMO-MC radar to achieve small EIP and high matrix recovery accuracy.

Interestingly, for the joint-design based spectrum sharing method, the relative recovery error achieved by the sub-sampling rate \( p \in [0.5, 0.9] \) is even smaller than that by full sampling \( p = 1 \). This indicates that due to the achieved small EIP, the full signal matrix is accurately completed. The completion process smoothes out the noise, and as result, the completed matrix enjoys higher SIR that the initial full signal matrix. Therefore, the sub-sampling procedure in MIMO-MC radar is beneficial for radar-communication spectrum sharing in terms of improving radar SINR as well as reducing the amount of data to be sent to the fusion center.

In addition, simulations indicate that the communication average capacity constraint holds with equality in both scenarios, confirming observation (1) of Section IV-A.

2) Performance under different capacity constraints: In this simulation, the constant \( C \) in the communication capacity constraint of (9b) varies from 6 to 14 bits/symbol, while the sub-sampling rate \( p \) is fixed to 0.5. Four different realizations of \( \Omega^0 \) are considered. Fig. 7 shows the results for \( M_{t,R} = 4, M_{r,R} = M_{t,C} = 8, M_{r,C} = 4 \). For the "selfish communication" scheme and the cooperative scheme without knowledge of \( \Omega \), the EIP and relative recovery errors increase as the communication capacity increases. In contrast, the cooperative and joint-design schemes achieve significantly smaller EIP and relative recovery errors under all values of \( C \). This indicates that the latter two spectrum sharing methods successfully allocate the communication transmit power in directions that result in high communication rate, but small EIP to the MIMO-MC radar.

The results for \( M_{t,R} = 16, M_{r,R} = 32, M_{t,C} = M_{r,C} = 4 \) are shown in Fig. 8. Since \( M_{r,R} \) is much larger than \( M_{t,C} \), the cooperative scheme with the knowledge of \( \Omega \) outperforms its counterpart without knowledge of \( \Omega \) only marginally. Meanwhile, the joint-design scheme can effectively further reduce the EIP and relative recovery errors.

3) Performance under different number of targets: In this simulation, we fix \( p = 0.5 \) and \( C = 12 \) and evaluate the performance when multiple targets are present. The target reflection coefficients are designed such that the target returns have fixed power, independent of the number of targets. We observe that the EIPs of different methods remain constant for different number of targets. This is because the design of
the communication waveforms is not affected by the target number. Fig. 9 shows the results of the relative recovery error, which increases as the number of targets increases. All methods have large recovery error for large number of targets, because the retained samples are not sufficient for reliable matrix completion under any level of noise. The proposed joint-design scheme can work effectively for the MIMO-MC radar when a moderate number of targets are present.

4) Performance under different levels of radar TX power: In this simulation, we evaluate the effect of radar TX power \( \rho_2 \), while fixing \( p = 0.5 \), \( C = 12 \) and the target number to be 1. Fig. 10 shows the results of EIP and relative recovery errors for \( M_{t,R} = 16, M_{r,R} = 32, M_{t,C} = M_{r,C} = 4 \). Again, we see that the joint-design scheme performs the best, followed by the cooperative scheme with the knowledge of \( \Omega \) and then the cooperative scheme without knowledge of \( \Omega \). When the radar TX power increases, the EIP increases but with a much slower rate. Therefore, increasing the radar TX power improves the relative recovery errors.

5) Performance under different interference channel strength: In this simulation, we evaluate the effect of the interference channel \( G_1 \) with different \( \sigma^2_1 \), while fixing \( p = 0.5 \), \( C = 12 \) and the target number to be 1. As the communication RX gets closer to the radar TX antennas, \( \sigma^2_1 \) gets larger. Fig. 11 shows the results of EIP and relative recovery errors for \( M_{t,R} = 16, M_{r,R} = 32, M_{t,C} = M_{r,C} = 4 \). For all the spectrum sharing methods, when the interference channel \( G_1 \) gets stronger, the communication TX increases its transmit power in order to satisfy the capacity constraint. Therefore, the EIP and the relative recovery errors increases with the variance \( \sigma^2_1 \). We also observe that the joint-design scheme performs the best, followed by the cooperative scheme with the knowledge of \( \Omega \) and then the cooperative scheme without knowledge of \( \Omega \).

VII. CONCLUSIONS

This paper has considered spectrum sharing between a MIMO communication system and a MIMO-MC radar system. In order to reduce the effective interference power (EIP) at radar RX antennas, we have first considered the cooperative spectrum sharing method, which designs the communication transmit covariance matrix based on the knowledge of the radar sampling scheme. We have also formulated the spectrum sharing method for the case where the radar sampling scheme is not shared with the communication system. Our theoretical results guarantee that the cooperative approach can effectively reduce the EIP to a larger extent as compared to the spectrum sharing method without the knowledge of the radar sampling.
scheme. Second, we have proposed a joint design of the communication transmit covariance matrix and the radar sampling scheme to further reduce the EIP. The EIP reduction and the matrix completion recovery errors have been evaluated under various system parameters. We have shown that the MIMO-MC radars enjoy reduced interference by the communication system when the proposed spectrum sharing methods are considered. In particular, the sparse sampling at the radar RX antennas can reduce the rank of the interference channel. Our simulations have confirmed that significant EIP reduction is achieved by the cooperative approach; this is because in that approach, the communication power is allocated to directions in the null space of the effective interference channel. Our simulations have suggested that the joint-design scheme can achieve much smaller EIP and relative recovery errors than other methods when the number of radar TX and RX antennas is moderately large.

The adaptive communication transmission has been shown to be the optimal scheme for the considered spectrum sharing scenario. Compared to the constant rate transmission, the adaptive transmission requires higher computational and implementation complexity. To reduce the computation complexity, efficient algorithms have been provided based on the Lagrangian dual decomposition. As more and more powerful digital signal processors are used in modern communication terminals, advanced adaptive transmission approaches ought to weigh heavily due to the increasing demand on high spectral efficiency. Nevertheless, the adaptive transmission approach considered in the paper provides useful insights on the optimal design of the MIMO communication system coexisting with MIMO-MC radars, which deserves research attention despite the computational and implementation complexity.
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